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27 papers were submitted to KR-MED 2006, of which the program committee selected ten for oral 
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proceedings will soon be available on CEUR-WS (http://CEUR-WS.org ). In addition, an extended 
version of the best papers will be selected for publication in the journal Applied Ontology. 
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Abstract  

Reusability of patient data for clinical research or 
quality assessment relies on structured, coded data. 
Terminological systems (TS) are meant to support this. 
It is hardly known how compositional TS-based 
registration affects the correctness and specificity of 
information, as compared to free-text registration. In 
this observational study free-text reasons for 
admission (RfA) in  intensive care  were compared to 
RfAs that were composed using a compositional TS. 
Both RfAs were registered in the Patient Data 
Management System by clinicians during care 
practice. Analysis showed that only 11% of the 
concepts matched exactly, 79% of the concepts 
matched partially and 10% of the concepts did not 
match. TS-based registration results in more details 
for almost half of the partial matches and in less 
details for the other half. This study demonstrates that 
the quality of TS-based registration is influences by 
the terminological system’s content, its interface, and 
the registration practice of the users. 
Keywords: Terminological system, information 
storage and retrieval, medical records, evaluation 

 
1. Introduction  

Most potential advantages of electronic patient 
records, such as availability of patient data for 
decision support and the re-use of patient data for 
clinical research or quality assessment [1], rely on 
structured, coded data, not free text [2]. Structured 
data entry (SDE) [3] and terminological systems (TS) 
[4] are means to support this process of capturing 
patient data in a structured and standardized way. SDE 
is a method by which clinicians record patient data 
directly in a structured format based on predefined 
fields for data entry. Terminological systems provide 
terms denoting concepts and their relations from a 
specific domain [5] and can be used within predefined 
fields for data entry. 

Nowadays most terminological systems do have a 
computer-based implementation. Terminological 

systems can either enumerate all concepts 
(pre-coordination), or allow post-coordination, i.e. 
enabling to compose new concepts by qualifying 
pre-coordinated concepts with more detail. Generally 
it takes longer to select and post-coordinate concepts 
corresponding to a patient's findings, diagnoses, or 
tests from long lists of standard terms drawn from 
terminological system than to enter a summary in free 
text. Worse, the standard codes and terms provided by 
a terminological system may constrain clinical 
language [6]. Although the disadvantages of capturing 
structured, coded data might be outweighed by more 
informative data and automatic processing of data, 
evidence on the effect of structured and TS-based 
registration of patient data on the correctness and 
specificity of these data compared to free-text is 
hardly available. Many studies compared the content 
coverage (correctness and specificity) of a TS by 
retrospectively coding a set of diagnoses [7]. Studies 
in which the feasibility of automated coding has been 
investigated also usually use an experimental design 
in which free text from a medical record is coded 
retrospectively by some natural language processing 
algorithm (e.g. [8,9]). Cimino et al [10] use an 
observational, cognitive-based approach for 
differentiating between successful, suboptimal, and 
failed entry of coded data by clinicians. They used the 
Medical Entities Dictionary (MED) which only 
included pre-coordinated concepts.  To our knowledge 
no  observational field studies exist in which free-text 
recording in a medical record is compared with 
prospectively recorded compositional TS-based 
diagnoses. 
The aim of this observational study is to evaluate how 
clinicians in every day care practice register reasons 
for admission (RfA) by using compositional TS-based 
systems. TS-based registration was compared to 
free-text registration with regard to correctness and 
specificity of recorded RfA. 
The outcome of this study depends on three factors: 
the terminological system’s content, its interface, and 
the registration practice of the users. In this study, we 
aim at distinguishing the effect of content from the 
effect of the user interface and the user. If structured 
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TS-based registration of diagnoses results in (at least) 
the same information as free-text diagnoses, TS-based 
registration is preferred, as retrieval will be much 
easier and thereby re-use of the data will be much 
more feasible. If TS-based registration results in 
information loss we need to investigate the reasons for 
this to search for possibilities to improve the 
terminological system and its use.  
 
2. Materials & Methods 
2.1 PDMS and Terminological system DICE 
This study took place in an adult Intensive Care Unit 
with 24 beds in 3 units, with more than 1500 yearly 
admissions. Since 2002, this ward uses a commercial 
Patient Data Management System (PDMS), 
Metavision. This PDMS is a point-of-care Clinical 
Information System, which runs on a Microsoft 
Windows platform, uses a SQL server database and 
includes computerized order entry; automatic data 
collection from bedside devices such as a mechanical 
ventilator; some simple clinical decision support; and 
(free-text) clinical documentation of e.g. reasons for 
admission and complications during ICU stay. As part 
of the National Intensive Care Evaluation (NICE) 
project [11], a national registry on quality assurance of 
Dutch ICUs, for each patient a minimal dataset among 
which the reason for admission is extracted from the 
PDMS. Since April 1st 2005 a pilot study is running in 
which the compositional terminological system DICE 
[12] is integrated with the PDMS (see Figure 1) to 
evaluate its usability for structured registration of 
reasons for ICU admission. The main reasons for the 
development of DICE were the need for a 
terminological system that supports a) registration of 
intensive-care-specific reasons for admission, 
commonly either a severe acute medical condition or 
observation after a large surgical condition b) 
semantic definitions of concepts, enabling selection of 
patients by aggregating diagnoses on different 
features, and c) assignment of multiple synonymous 
Dutch and English terms to these concepts. 

DICE implements frame-based definitions of 
diagnostic information for the unambiguous and 
unified classification of patients in Intensive Care 
medicine. DICE defines more than 2400 concepts 
including about 1500 reasons for admission 
and uses 45 relations. DICE is implemented as a 
SOAP-based Java terminology service together with 
clients for knowledge modeling and browsing [13]. 
DICE is used to add controlled compositional terms to 
clinical records. The implementation of DICE offered 
the physicians two ways to search for the appropriate 
diagnosis concept: (a) a short list containing the most 
frequently occurring diagnoses, (b) entry of (a part of) 
its preferred or synonymous term. Once a concept is 
selected, DICE uses post-coordination to provide 
concepts with more detailed information, as shown in 
Figure 2. The user interface of the client by which 
concepts are browsed stimulates but does not enforce 
users to specify additional qualifiers of a concept, e.g. 
a Coronary Artery Bypass Graft (CABG) can be 
further qualified by the number of bypasses; the types 
of bypasses and whether it was a re-operation or not.  
At the start of the pilot physicians got a 15-minutes 
training on the use of DICE. During the pilot, 
registration of DICE-based reasons for admission as 
part of the NICE minimal dataset was voluntary. This 
means that after the first 24 hours of ICU admission a 
physician could add a controlled term from DICE into 
the PDMS to describe the reason for ICU admission. 
As the reason for admission is an essential part of the 
clinical documentation the regular registration of 
free-text-based reasons for admission into the PDMS 
was continued during the pilot for each patient at the 
time of admission. 
 
2.2 Data collection and analysis 
For all patients admitted between April 1st 2005 and 
December 1st 2005 the free-text reasons for admission 

Figure 2: User interface presenting options for 
post-coordination 

Figure 1: Activation of TS-based registration within 
the  Patient Data Management System 
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and (if available) the structured DICE-based reasons 
for admission were extracted from the PDMS. As 
free-text recording of reasons for admission is 
mandatory, for all patients admitted to the IC a 
free-text description was available. Since DICE-based 
registration of reason for admission was voluntary it 
could be possible that “difficult or complex” reasons 
for admissions were not registered with DICE. To 
investigate this possible selection bias the free-text 
reasons for admission were compared between the 
groups with and without structured DICE-based 
reasons for admission.  
 
For each admission having both a free-text reason for 
admission and one or more DICE-based reasons for 
admission, these reasons for admission were 
compared by two independent researchers, both 
experienced in DICE and intensive care medicine. 
Each pair consisting of one free-text and one or more 
DICE-based reason for admission was scored as either 
being an exact match, partial match or mismatch. A 
match was considered exact when the DICE-based 
reason for admission was semantically equivalent to 
the free-text registration. For example the abbreviated 
free-text “AVR” was considered an exact match with 
the DICE concept “aortic valve replacement”. A 
concept pair was considered as partially matching 
when one concept subsumed the other (e.g. “3-fold 

CABG” and “CABG”) or when the concepts were 
siblings with equal anatomical and pathological 
properties (e.g. “hepatitis A” and “hepatitis B”). A 
concept pair is considered a mismatch in all other 
cases. For each partial match the two researchers 
independently assessed which concepts, attributes or 
relations were missing or were additionally 
represented in the DICE-based reason for admission. 
Comments on missing details in the DICE-based 
registration were classified either as a) “not registered 
but available in DICE”, b) “value of relation is 
missing in DICE”, e.g. although a CABG can be 
qualified by type of graft (LIMA, RIMA, PIMA and 
venous)  the value “LIMA-lad” is missing or c) 
“relation is missing in DICE”, e.g.  “bleeding of the 
cerebellum, right side” can not completely be 
registered by DICE since the relation “laterality” is 
missing.   
Different scores of the researchers were solved based 
on consensus and if necessary by asking an intensivist 
as an independent third party.  
Figure 3 presents an example of a partial match. The 
free text “AVR-bio + CABG” coming from the 
clinical documentation part of the PDMS is displayed 
at the top of the screen dump. In the middle of Figure 3 
the DICE-based reasons for admission are presented 
and at the bottom the scoring of agreement, in this case 
a partial match, is presented. A “+” indicates that the 

Figure 3: Scorings example of the agreement between free-text “AVR-bio + CABG” and the accompanying set of 
DICE-based reasons for admission. The bottom part represents the match type, the difference (“+” means DICE has 
additional detail,” –“ means DICE misses detail), the type of difference, the reason for missing (type of prosthesis is 
available in DICE) and if the two researchers directly agreed on the differences or after discussion. 
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DICE based registration includes more detail than the 
free-text registration on type of CABG, number of 
bypasses, dysfunction of the aortic valve and the 
Angina Pectoris diagnosis. The “-” indicates that the 
free-text registration includes details on the type of 
valve prothesis which is not registered in the 
DICE-based registration, although this qualifier is 
available in DICE. In this example all differences 
between the free-text and DICE-based reasons for 
admission were scored by both researchers which is 
indicated by “direct” agreement. 
In this paper a TS-based diagnosis is regarded as 
correct when it exactly or partially matches the 
free-text diagnosis. Specificity  of (correct) diagnoses 
is expressed by as "equal" (exact match), "more 
specific", "less specific" or "more and less specific" 
depending on differences in detail of the TS-based 
diagnoses compared to the free-text diagnoses. 
 
3. Results 
During the study period 799 admissions to the ICU 
took place. For all these admissions a free-text reason 
for admission was available and for 359 (45%) of 
these admissions a DICE-based reason for admission 
was available. Those admissions for which a 
DICE-based registration was missing do not represent 
other reasons for admissions than those for which a 

DICE-based registration was available. One free-text 
reason for admission could be described by more than 
one DICE-based reason for admission, e.g. “CABG + 
AVR” is one free-text reason for admission encoded 
by two DICE concepts “CABG” and “Aortic valve 
replacement”. The 359 free-text reasons for admission 
were described by 457 DICE-based reasons for 
admission. Half of them were registered as 
pre-coordinated concepts such as “Pneumonia”, half 
of them were registered using post-coordination, e.g. 
“Pneumonia; has aetiology Staphylococcus aureus”. 
Figure 4 shows that we found 38 (11%) exact matches, 
284 (79%) partial matches and 37(10%) mismatches. 

Table1. Example of 5 exact matches, 5 partial matches and 5 mismatches 
 Free-text diagnoses DICE-based diagnoses 
Exact matches THOCR Oesophageal cardiac resection, entrance: 

transhiatal 
 SAB Subarchnoid bleeding 
 re-CABG x2 venous CABG, Re-operation: true, Type:Venous graft, 

Number:2 
 Staphylococcal sepsis Sepsis, has etiology: Staphylococcus aureus 
 Stomach bleeding GI bleeding; localized in stomach 
Partial matches SAB Subarchnoid bleeding; closing: coil 
 Respiratory insufficiency Respiratory insufficiency; due to: pneumonia 
 CABGx3 and Ao-biovalve CABG & valve replacement 
 Respiratoire insufficiency bij benzodiazepine 

intoxicatie 
Accidental intoxication with sedatives and 
hypnotics 

 Large posterior infarction Acute pulmonary oedema ; due to acute 
myocardial infarction 

Mismatches Abdominal bleeding Renal insufficiency 
 Hypercapnia with reduced consciousness COPD 
 Hyponatremia with cerebral oedema Self intoxication 
 Resp insufficiency after cardiogenic shock Myocardial infarction 
 Respiratory insufficiency due to pneumonia Perforated gallbladder 
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Figure 4:  Distribution of exact match, mismatch 
and partial match (including whether the DICE 
based reason for admission included more and/or 
less specific detail).
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According to our definition 90% ((38+284)/359) of all 
concepts were correct but for 79% of all concepts (all 
partial matches), there were some discrepancies in 
specificity. One-third of the partial matches add some 
details as well as miss some details compared to the 
free-text reason for admission. Twenty-two percent of 
the partial matches was more specific and forty-four 
percent of the partially matches was less specific 
compared to the free-text reason for admission. Table 
1 shows some examples of exact matches, partial 
matches and mismatches. 
In total 582 comments were given on the 284 partially 
matched reasons for admission. Two hundred sixty 
(45%) comments were given on additional concepts, 
attributes or relations registered in the DICE-based 
registration of reasons for admission that were not 
described in the free-text reason for admission. On the 
other hand 325 (55%) comments were given on 
missing concepts, attributes or relations in the 
DICE-based registration of reasons for admission 
compared to the free-text reasons for admission. 
Figure 5 shows the distribution of the 325 reasons why 
the DICE-based reasons for admission were missing 
detail. The majority (65%) of the details presented in 
free text but missing in the DICE-based registration 
was available in the  DICE terminological system, but 
was not used by the clinicians.  
The largest group of reasons for admission consisted 
of patients who were admitted to the ICU after cardiac 
surgery such as CABG and heart valve operations 
(n=112). In this patient group we found 95% correct 
concepts: 6(5%) exact matches, 100(90%) partial 
matches and 6(5%) mismatches. Among the partial 
matches the DICE-based registration of cardiosurgical 
reasons for admission contains more detail in 48% of 
the cases compared to the free-text registered ones.  
The main reason for missing detail in the remaining 
52% cases is caused by the lack of a relation to 
describe the area of the heart to which the new graft is 

located, e.g. “CABG, LIMA-LAD” can be coded in 
DICE as “CABG, Type: LIMA” but without “LAD”. 

Table 2. Match scores for reasons for admission 
(RfA) on or not on the list of most frequently 
occurring reasons for admission. 
 RfA on  short 

list 
RfA not on 
short list 

All 
registered 
RfA 

Mismatch 21 (7%) 17 (23%) 38 (11%) 
Partial 
match 

233 (82%) 51 (69%) 284 (79%) 

Exact 
match 

31 (11%) 6 (8%) 37 (10%) 

Total 285 (100%) 74 (100%) 359 (100%)

As described above the DICE user interface supports 
two ways to search for the appropriate diagnostic 
concept: using a short list or entering (a part of) a term. 
Table 2 shows the scores for reasons for admission 
split up for those that could be selected from the short 
list of frequently occurring reasons for admissions and 
those that were not on this list. Twenty percent (n=74) 
of all reasons for admission was not on the short list of 
frequently occurring reasons for admission. 
Reasons for admission that could be selected from the 
short list were scored differently from those reasons 
for admission that were not represented on this list 
(Chi-Square p<0.001). Significantly more mismatches 
were scored among the reasons for admission that 
were not on the short list. 
In 82% of the cases the two researchers directly agreed 
on the assigned scores, disagreement on the other 18% 
was easily resolved after short discussion. 
 
4. Discussion  

Terminological systems offer the possibility to 
structure and standardize medical data, which 
improves the re-usability of these data for clinical 
research and quality assessment. In this study we 
compared the correctness and specificity between 
prospectively collected TS-based reasons for 
admission and free-text-based reasons for admission. 
We focused on the recorded data as such without 
taking into account the clinical consequences of the 
correctness and specificity of these data. We analyzed 
359 reasons for admission to a Dutch Intensive Care 
registered in the PDMS by clinicians during actual 
care practice by using free text as well as by using the 
DICE terminological system. According to our 
definition 90% of the concepts were correctly 
registered based on the terminological system DICE. 
Only 11% of the cases had a perfect match. However, 
a partial match could be measured in 79% and there 

 
 

13%

22%

65%

Relation is missing in DICE

Value is missing in DICE

Available in DICE

Figure 5: Reasons for missing detail in DICE- 
based registration of reasons for admission. 
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were only 10% mismatches.  One should be aware that 
if we change our definition of correctness to only 
“concepts with a perfect match” a completely different 
conclusion appears. 

Among the partial matches about half of the TS-based 
reasons for admissions had additional detail compared 
to the free-text reason for admission. A possible 
explanation of this result could be the functionality of 
the terminology service in which users are encouraged 
to further specify a medical concept by additional 
qualifiers. Sixty-five percent of the information that is 
lacking in the other half of the partial matches was 
available in DICE but was not specified by the users. 
Further training and an improved user interface can 
contribute to improving these recorded  reasons for 
admissions. Medical concepts on the short list of 
frequently occurring reasons for admission, counting 
for 80% of all reasons for admission, do have a better 
score than those not on this list. This is not a surprising 
result as the frequently occurring reasons for 
admission have got more attention during the 
modeling process of the terminological system than 
those not on the list. The reasons for missing concepts, 
attributes or relations gave us good insight into 
possibilities for (simple) improvements in DICE. For 
example the concept CABG could be extended with an 
attribute to describe which area of the heart is 
supported by the new graft. However, although we 
used free-text reasons for admission as they were 
recorded in daily care practice as a kind of golden 
standard, we observed  many cases in which the 
TS-based registration included more detail than the 
free-text reasons for admission. Further research is 
necessary to determine the relevance of the details 
present in free-text as well as in the TS-based 
registration. 

 

One weakness of our study is that the moment on 
which the free-text reason for admission is registered 
is not exactly the same as the moment on which the 
DICE based reason for admission has been registered. 
Although both reasons for admission were registered 
in the first 24 hours of admission, changing insight 
into the patient’s condition could be an explanation for 
the discrepancy (partial match or mismatch) between 
the free-text reasons for admission and the 
DICE-based reason for admission. We will investigate 
this in further research.  Another weakness is the fact 
that TS-based registration and free-text registration 
have not necessarily been done by the same physician. 
However, when two different physicians recorded the 
reason for admission of a particular patient both 
physicians were directly involved in treating the 

patient and hence both knew the patient’s condition 
very well. Finally, there are no clear registration rules 
regarding what constitutes a reason of  admission of a 
patient.  As mismatches seemed to be mainly caused 
by above mentioned limitations of the registration 
process rather than the terminological system, they 
have not been further investigated. 

According to other studies in which the quality of 
structured and standardized registration of medical 
data was audited our study has a strong surplus value 
because this data comes from a real-practice situation 
and is not collected retrospectively in an experimental 
setting. Physicians in our observational study who 
recorded the reasons for admission treat the patients 
and were not informed that DICE-based reasons for 
admission would be compared to free-text reasons for 
admission. In studies such as [14-16] patient cases 
were selected, and structured, coded data were 
obtained by independent physicians or coders without 
a direct clinical relation with the patient. 

The aim of our study corresponds most with [10] as 
both studies observe coding behavior of clinicians in 
actual practice. Although different methods are used 
(cognitive approach vs. document analysis) both 
studies compare TS-based registration with some kind 
of free text. We used written text while Cimino et al 
used video-taped spoken text. Cimino et al found a 
larger amount of exact matches than we did. 
Differences in definitions of match types partly 
explain this. Furthermore, the differences in results 
might be partly explained by the fact that in [10] 
TS-based registration took place at the same time as 
free-text registration and because of other methods 
used. Furthermore, in [10] not only diagnoses but also 
drug information is included. The main difference 
between the two studies,  however, is that our study 
used a compositional TS instead of MED which only 
contains pre-coordinated concepts. The availability of 
post-coordination might have a large influence on the 
specificity of recorded diagnoses. Our study confirms 
the findings of Cimino et al. that correctness and 
specificity of TS-based registration depends on three 
factors: the terminological system’s content, its 
interface and the registration practice of the users. 
 
5. Conclusions 
This study shows that comparing free-text registration 
of reasons for admission with TS-based registration of 
reasons for admission only 11% of the concepts 
exactly matched and 79% of the concepts partially 
matched. TS-based registration added details in 
almost half of these partially matches and missed 
details in the other half. The methods used in this 
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study provide  insight into possibilities for further 
improvement of the content coverage of DICE. 
However, 65% of the  information not captured by the 
TS-based reasons for admission was available in 
DICE, indicating that user interaction with the system 
is more of an impediment than the contents of the TS. 
This study shows that availability of concepts and 
qualifiers in a TS does not guarantee that physicians 
will use them all. We expect that this result is 
generalizable to other terminological systems using 
post-coordination such as SNOMED CT. Further 
research is needed to investigate how physicians will 
be optimally supported in compositional TS-based 
registration. 
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ABSTRACT: A major use of medical ontologies is to 
support coding systems for use in electronic healthcare 
records and messages.  A key task is to define which codes 
are to be used where – to bind the terminology to the model 
of the medical record or message. To achieve this formally, 
it is necessary to recognise that the model of codes and 
information models are at a meta-level with respect to the 
underlying ontology. A methodology for defining a Code 
Binding Interface in OWL is presented which illustrates 
this point.  It generalises methodologies that have been 
used in a successful test of the binding of HL7 messages to 
SNOMED-CT codes. 

Introduction 
A major use of medical ontologies is to support 
medical terminologies and coding systems.  A major 
use of medical terminology and coding systems is for 
electronic healthcare records and messages. 
Specifying the validation rules for how terminology 
and coding systems are to be used in electronic 
healthcare records and messages is, therefore, a key 
problem for medical ontologies. 
We contend that electronic healthcare records 
messages are data structures and refer to their models 
as “information models”.  By contrast we contend 
that the model of meaning or “ontology” is  a model 
of our conceptualisation of the world – of patients, 
their illnesses.  The function of the information 
models is to make it possible to specify and test the 
validity of data structures so that they can be 
exchanged and re-used in different information 
systems.  The function of the model of meaning is 
accuracy in representing our understanding of the 
world so that we can reason about the world in 
general or individual patients and their diseases in 
particular.  Validity neither requires or guarantees 
accuracy, nor vice versa.  
We contend that codes are also data structures and 
the model of codes is also at the level of data 
structures.  Ideally the “model of codes” or  “coding 
system” should be a meta model of the model of 
meaning.  Hence, in the ideal case, we take the 
individuals in the model of meaning to represent 
patients and their illnesses.  We take the individuals 
in the model of codes to correspond to 
representations of  classes of illnesses or 
“conditions”. 

Pragmatically, it is useful to decouple the coding 
system from the model of meaning so that reasoning 
about the model of meaning and model of coding 
system is always separated.   
Using codes in messages and EHRs  
Our goal is to assist software developers in 
specifying information systems and the use of codes 
from coding systems within them.  We seek to have 
specifications that are sufficiently precise that 
separately implemented systems will work together.  
To achieve this we need to be able to validate that the 
models themselves are self-consistent and that 
individual messages conform to the models.  
Typically, we want to start with a generic information 
model such as the HL7 RIM1 or the OpenEHR 
reference model2.  We then want to define 
progressively more specialised models in which each 
more specialised model is consistent with the next 
more generic model and ultimately the reference 
model. We want to use the models with separately 
developed coding systems – e.g. SNOMED, ICD, 
CPT, MEDRA, etc.  Since we often want to use the 
same information model with more than one coding 
system, we want the “binding” between the 
information and coding system to be separate from 
both, analogous to an “Application Programming 
Interface” or “API” between software modules.  We 
call this a “Code Binding Interface” 
This problem is often expressed as defining “value 
sets” or “code sets” or  just “subsets”.  For example, 
we might wish to specify which codes can be entered 
in the family history section of the record or the list 
of valid codes for “position” for a blood pressure 
measurement.  For  a coding system such as 
SNOMED-CT or GALEN that allow  formal 
definitions by means of expressions, this includes the 
constraints on such expressions. The Archetype 
Definition Language [1] used by the CEN standard 
EN13606 and OpenEHR specifies an “ontology 
section” similar in principle to what we here call a 
Code Binding Interface, but provides as yet only 

                                                             
1 http://www.hl7.org 
2http://www.openehr.org 
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limited mechanisms for expressing semantic 
constraints.   
Basic requirements and tools 
This work has been performed as part of a  
collaboration with practical users in the UK National 
Health Service.   Our goal is to satisfy their 
requirements that: 
1. There be a clear interface between the  model of 

meaning and the information model, a “Code 
Binding Interface” (“CBI”); 

2. The binding be expressive enough to capture a) 
enumerated lists of codes; b) all subcodes of a 
given code (with or without the root); c) all 
boolean combinations of a) and b). 

3. That it deal with expressions in SNOMED-CT, 
whether pre- or post-coordinated. 

4. The mutual constraints between the information 
and coding models be explicit and testable. 

5. The constraints between information and coding 
models be part of a coherent methodology for 
expressing the constraints on the information 
model as a whole. 

6. The models and interfaces be expressed in 
standard languages with well defined semantics 
and tools. 

For the standard language we have chosen OWL-DL,  
the description logic variant of the new W3C 
standard Web Ontology Language. In practice we 
have used some features from the new OWL 1.1 
specification3 which have already been widely 
implemented by tool builders.  We use OWL here 
primarily as  a standard syntax and toolset for 
description logics, a subset of first order logic.  The 

                                                             
3 http://www-db.research.bell-

labs.com/user/pfps/owl/overview.html 

use of OWL does not imply that the information 
models are ‘ontologies’ in any strong sense of that 
word. 
Vocabulary and Notation 
For consistency with OWL’s usage, we use the term 
“class” for what some others would prefer to call 
“types” or “universals”.  We refer to “individuals” 
where some might use the word “instances” and 
reserve the word “instance” for the relation between a 
class and an individual belonging to that class. We 
use the word  “illness” to refer to an individual 
illness – e.g. “John Smith’s diabetes” and the term 
“condition” to refer to a class of illnesses – e.g.  
“Diabetes”.  We use the term “property” to refer to 
relations between individuals. As a typographical 
convention, labels for classes begin with upper case; 
individuals and properties with lower case, and OWL 
keywords are in all upper case.  
All work reported was performed using the Protégé-
OWL tools4. Throughout we adopt the simplified 
Manchester syntax for OWL, a summary of which is 
presented in Figure 1.5   

Binding the models of Meaning, Codes, 
and Information: Principles 

As a simplified example, we wish to specify the 
binding between a fragment  EHR model conforming 
to the constraints expressed informally in Figure 2.  
We show the relation of the models diagrammatically 
in Figure 3.  The upper (yellow) square represents the 
model of meaning or the ontology.  Dots represent 
individual illnesses such as “john_smiths_diabetes”.  

                                                             
4 http://protégé.stanford.edu; http://www.co-ode.org 
5 Extensive experience in tutorials and presentations 

indicate that this notation is more easily understood by 
those less familiar with OWL as well as being more 
compact than either of the official OWL syntaxes.  Note 
that the syntax includes OWL 1.1 constructs for qualified 
cardinality (p MIN|MAX|EXACTLY n C) and 
allDisjoint.   

Field Constraint 

Topic Exact code for diabetes mellitus 

Diagnosis The code for diabetes or any kind of 
diabetes  

Brittleness One of the subcodes of the code for 
“Diabetic Brittleness” 

Figure 2: Some of the fields and constraints for a 
example simplified information structure for 
Diabetes 

 

OWL abstract syntax Simplified 
Syntax 

German DL  
Syntax 

someValuesFrom(C) SOME C ∃.C 
allValuesFrom(C) ONLY C ∀.C 
minCardinality(n C) MIN n C ≤ n. C 
maxCardinality(n C) MAX n C ≥.n C 
cardinality(n C) EXACTLY n C derived 
value(c) VALUE c or 

 IS c 
c 

intersectionOf(C D) C AND D or C 
& D or 
C, D 

C ⊓ D 

unionOf(C D) C OR D or 
C | D 

C ⊔ D 

oneOf(…) {…} {…} 
equivalentClasses  C ≗ D 
subclassOf    C ⊑ D 
Type ∈ ∈ 
allDifferent DIFFERENT  

allDisjoint DISJOINT  

Figure 1: Manchester simplified syntax for OWL 
1.1 
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Ovals represent classes of illnesses or “conditions” 
such as “Diabetes_type_1”.   
The lower two (blue) squares  represent the 
information model on the left and the models of 
codes or “coding system” derived from the model of 
meaning on the right. The class hierarchy on the left 
represents classes of data structures expressed in 

UML diagrams.  The hierarchy on the lower right 
represents hierarchies of codes linked by the 
is_subcode_of property, which is transitive.  The oval 
superimposed on the hierarchy in this model 
represents a class of codes, in this case the class of 
“the code for diabetes and all its subcodes”. 
In this example, the is_subcode_of property precisely 
mirrors the inferred subclass relation in the model of 
meaning and was derived from it by a systematic 
transformation.  However, from the point of view of 
formal reasoning, each model is treated separately.  
The inference that, in the model of codes, 
code_for_diabetes_type_1 is a member of the class 
Diabetes_and_its_subcodes is independent of the 
inference that, in the model of meaning, 
Diabetes_type_1 is a subclass of Diabetes.  

Why the apparent duplication? There are both 
theoretical and practical reasons. 
• Theoretically – codes are not conditions and data 

structures are not patients.  There are things that 
can be said of codes and data structures that are 
nonsense if said of conditions and patients, and 
vice versa.  For example, both HL7 and OpenEHR 
have attributes in their data structures for “negation 
indicators”.  Clearly, data structures have negation 
indicators; patients do not.  It makes sense to talk 
about whether a patient has, or does not have, 
diabetes.  It makes sense to talk about whether a 

 
Figure 3: Relation of Model of Meaning to classes of data structures and model of individual codes in the 
Information Model 

CLASS Diabetes  
    Metabolic_disorder, 
    has_quality EXACTLY 1 Brittleness. 
CLASS Diabetes_type_1    
   Diabetes,  
   is_caused_by SOME (Damage AND  
        has_locus SOME Pancreatic_islet_cells). 
CLASS Diabetes_type_2  
   Diabetes,  
   is_caused_by SOME  
       (Resistance &  
         has_locus SOME Insulin_metabolism) OR 
       (Reduced_effectiveness & 
         has_locus SOME Insulin). 
CLASS Diabetic_brittleness   
     Brittleness,  
     is_quality_of SOME Diabetes. 
CLASS Diabetic_brittleness  
    has_state EXACTLY 1 Brittleness_state. 
CLASS Diabetic_brittleness_state  
     Brittleness_state,  
     is_value_of SOME Diabetic_brittleness. 
CLASS Diabetic_brittleness_state  
     Brittle OR Well_controlled. 

Figure 4:  Fragment of simplified condition model of 
meaning (‘ontology’) for Diabetes. 
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data structure has its negation indicator set to true, 
false or null.  

• Pragmatically – existing coding systems and 
information models contain many idiosyncrasies 
and errors.  Many coding systems are based on no, 
or a flawed, model of meaning. Separating the 
information model and coding system from the 
model of meaning provides a degree of indirection 
that allows developers to compensate for these 
failings without compromising the underlying 
model of meaning.   

Representing the Binding in OWL 
The Model of Meaning – the “Ontology” 
Figure 4 shows a fragment of a simplified ontology 
of conditions. The first line says that  Diabetes is a 
kind of Metabolic disorder and that it has a quality of 
Brittleness.  The “EXACTLY”6 keyword indicate that 
each illness of class Diabetes has one, and only one, 
Brittleness quality.  The definition is not closed, so 
there is nothing in this limited representation to say 
that Diabetes cannot have other qualities. 
The next two clauses give simplified definitions of 
type 1 and type 2 diabetes.  
The following clause defines Diabetic_brittleness using 
the inverse of the quality relationship to say that any 

                                                             
6 “EXACTLY” is an OWL 1.1 construct 

Brittleness that occurs in the context of being a quality 
of Diabetes is a Diabetic_brittleness. The next clause 
states  that each Diabetic_brittleness quality has one, 
and only one Brittleness_state. The final two clauses 
define Diabetic_brittleness_state as any Brittleness_state 
in the context of Diabetic_brittleness, and then state that 
it includes only the two values: Brittle and 
Well_controlled.  
The model of  codes – the coding system 
Of the information in the ontology, only some is 
likely to be relevant to the coding system.  For 
purposes of illustration we shall concentrate only on 
qualities and omit causation.  The information as to 
which properties  are of interest is ‘meta knowledge’ 
that must be held in a “profile” specifying the 
transformation of the of the ontology to the coding 
system.   
From the ontology fragment in Figure 4, a mirroring 
profile might specify a definitions of individual codes 
as shown in Figure 5a. Based on these definitions of 
individual codes, we can define classes of codes as 
shown in Figure 5b.  Since this model correctly 
mirrors a fragment of the ontology, the hierarchy the 
code classes will mirror the condition classes in the 
ontology.  However, note that the additional 
constraints in the definitions are different in the 
ontology and coding system.  For example, there is 

INDIVIDUAL code_for_diabetes ∈ 
    Code_entity,  
    is_subcode_of VALUE code_for_metabolic_disorder. 
INDIVIDUAL code_for_diabetes_type_1 ∈ 
     Code_entity, 
     has_code VALUE code_for_diabetes. 
INDIVIDUAL code_for_diabetes_type_2 ∈ 
      Code_entry, 
      is_subcode_of VALUE code_for_diabetes. 
INDIVIDUAL code_for_diabetic_brittleness ∈ 
      Code_entry, 
      is_subcode_of VALUE code_for_qualifier. 
INDIVIDUAL code_for_diabetic_brittle ∈ 
       Code_entry, 
       is_subcode_of VALUE Code_for_diabetic_brittleness. 
INDIVIDUAL code_for_diabetic_well_controlled ∈ 
       Code_entry, 
       is_subcode_of VALUE Code_for_diabetic_brittleness. 

Figure 5a:  The code individuals corresponding to 
Figure 4. 

CLASS Code_for_diabetes_and_subcodes  
   {code_for_diabetes} OR 
   is_subcode_of VALUE code_for_diabetes. 
CLASS Subcode_of_code_for_diabetic_brittleness  
   is_subcode_of VALUE code_for_diabetic_brittleness. 

Figure 5b: Classes of codes defined from code 
individuals.  The first class corresponds to the shaded 
oval on the bottom right of Figure 2.  

CLASS Coded_Attribute  
   has_code MAX 1 Code. 
CLASS Topic  Coded_Attribute. 
CLASS Diagnosis  Coded_Attribute. 
CLASS Brittleness  Coded_Attribute. 
CLASS Condition_data_structure  
   has_attr EXACTLY 1 Topic, 
   has_attr EXACTLY 1 Diagnosis. 
CLASS Diabetes_data_structure  
   Condition_data_structure,  
   has_attr EXACTLY 1 Brittleness. 

Figure 6a: Basic mapping of data structure model to 
OWL 

CLASS Placeholder_cls_diabetes_only_code    Code. 
CLASS Placeholder_cls_diabetes_or_subcode Code. 
CLASS Placeholder_cls_for_diabetic_brittleness_subcode 
                                                                           Code. 

Figure 6b: Placeholder code classes for use in Code 
Binding Interface (CBI) 

CLASS Diabetes_data_structure  
   has_attr ONLY (Topic & has_code SOME 
      Placeholder_cls_diabetes_only_code), 
   has_attr ONLY (Diagnosis & has_code SOME 
      Placeholder_cls_diabetes_or_subcode), 
   has_attr ONLY (Brittleness & has_code ONLY 
      Placeholder_cls_diabetic_brittleness_subcode). 

Figure 6c: Use of placeholder code classes and 
indication of whether codes are mandatory (SOME) or 
optional (ONLY).  
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no axiom in the coding system that all diabetic codes 
must have a brittleness qualifier, although there is an 
axiom in the ontology that all Diabetes have a quality 
Brittleness. 
The basic information model 
A basic OWL model capturing the structure implied 
in Figure 3 is shown in Figure 6.  We assume that we 
are modelling a class of diabetic data structures 
which have attributes for each item in Figure 2: topic, 
diagnosis, and brittleness.  
The basic OWL mapping is then shown in Figure 6. 
We map each attribute by a class linked to the data 
structure by the property has_attr. We define a 
special subclass of attributes that take codes as their 
values, Coded_Attribute.  Each Coded_Attribute is linked 
to a maximum of one Code as the value by the 
has_code property.   
We assume that there is a generic class of 
Condition_data_structures that all have Topic and 
Dagnosis attributes, but that the Brittleness attribute is 
specific to the class of Diabetes_data_structure.  
Because the class Diabetes_data_structure is a subclass 
of Condition_data_structure, it “inherits” all of the 
attributes of its superclass.  
Although a representation in which attributes are 
mapped to properties (as is done in the mapping 
specified by OMG) might seem simpler, mapping 
each attribute (and each association in the complete 
representation) to its own class makes it easier to 
specify cardinality and closure at the level of detail 
required for HL7 and OpenEHR models.   
Constraining the codes to placeholders 
Given the basic information model defined in Figure 
6a, we want to indicate that there are constraints on 
the codes to be used with each attribute.  However, 
we do not wish to specify the coding system or the 
coding system specific constraints in the information 
model itself.  Therefore, at this stage we state only 
that each attribute is constrained to a placeholder 
class of codes. These placeholder classes of codes are 
defined in Figure 6b.     
Given the placeholder classes of codes, we can then 
use them in general constraints on the information 
model as shown in Figure 6c.   In this example, we 

have stated the Topic and Diagnosis codes are 
mandatory, as indicated by the keyword “SOME”.  
However, by using the keyword ONLY for 
Brittleness_code, we have said that it is optional 
(because stating that a property can ONLY have 
particular codes does not imply that it need have any 
such codes).  
The Code Binding Interface 
The model of the coding system in Figure 5 and the 
information model in Figure 6 might reside in 
separate modules.  It now remains to define the Code 
Binding Interface between the two modules, which 
might likewise to reside in a third module.  
The Code Binding Interface (CBI) consists of logical 
equivalences between the placeholder classes defined 
in Figure 6b and formal definitions of classes of 
codes in terms of the individuals in the model of 
codes in Figure 5. A CBI consistent with the 
constraints in Figure 3 is shown in Figure 7.  The first 
line indicates that the placeholder class consists of 
just the codes enumerated between the curly brackets, 
in this case just the code for diabetes.  The second 
line indicates that the given placeholder can be either 
the code for diabetes or any of its subcodes.  
(Remember that the property  is_subcode_of is 
transitive.)  The third line indicates that the code for 
brittleness can be any of the subcodes of the code for 
diabetic brittleness but not the parent code itself.   
They can be combined using the boolean operators 
AND, OR, and NOT.  These were the three specific 
cases to be covered in Requirement 2.    
Extension to compositional coding systems 
The previous example was limited to simple coding 
systems without ‘qualifiers’.  However, the same 
principles can be extended to a coding system with 
qualifiers using suitably more complex constraints.  
In this case, since “brittleness” is to be explicitly 

CLASS Qualifier_name_code  Code. 
INDIVIDUAL code_for_diabetic_brittleness_qualifier ∈ 
                                                          Qualifier_name_code. 
CLASS Code_for_diabetes_and_subcodes    
    has_qualifier ONLY  
                              {code_for_diabetic_brittleness_qualifier}. 
INDIVIDUAL code_for_diabetic_brittleness_qualifier ∈  
    has_code EXACTLY 1  
         Subcode_of_code_for_diabetic_brittleness. 

Figure 8a: Extension of Model of Codes to qualifiers 

CLASS Placeholder_diabetes_or_subcode_class  
   ({code_for_diabetes} OR 
         is_subcode_of VALUE code_for_diabetes), 
    NOT (has_qualifier VALUE 
                              code_for_diabetic_brittleness_qualifier). 

Figure 8b: Extension of CBI in Figure 7 to exclude codes 
qualified by brittleness 

CLASS Placeholder_cls_diabetes_only_code  
     {code_for_diabetes}. 
CLASS Placeholder_cls_diabetes_or_subcode  
   {code_for_diabetes} OR 
    is_subcode_of VALUE code_for_diabetes. 
CLASS Placeholder_cls_diabetic_brittleness_subcode  
      is_subcode_of VALUE code_for_diabetic_brittleness. 

Figure 7: Code Binding Interface for Code System in 
Fig 5 and Information Model in Fig 6.  
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catered for in the information model, we want to 
avoid any possibility of a contradiction between the 
value in the information structure and the qualifier in 
the terminology.  The simplest way to do this is to 
exclude the use of codes including the Brittleness 
qualifier from use with the Diagnosis attribute. The 
constraints depend only on whether the coding 
system model contains the necessary definitions.  The 
methodology is the same whether it is for named, 
predefined (pre-coordinated) or  (post-coordinated) 
code expressions (“code phrases” in HL7).   
To represent compositional coding systems in OWL, 
we need to extend the definitions of the coding 
system to say that any code for diabetes or its 
subcodes may be linked to a qualifier view by the 
property has_qualifier by at most one brittleness 
qualifier code which, if present, must be linked to a 
subcode of code_for_diabetic_brittleness.  To do this we 
need a new class of codes, the Qualifier_name_code 
with an instance  code_for_diabetic_brittleness_qualifier.  
Using this scheme we extend Figure 5 as shown in 
Figure 8a.  This is an extension of the coding system 
model, not of the information system model (nor of 
the model of meaning). 
Given the definitions in Figure 8a, we can extend the 
Code Binding Interface in Figure 7 by extending the 
definition of the placeholder for the for the 
diabetes_or_subcode to exclude codes qualified by 
brittleness as shown in Figure 8b.   
A different group might develop a different 
information model that does not include brittleness as 
a separate attribute.  It might, therefore, want to 
include brittleness with the diagnosis code.  To do so, 
they need only change the Code Binding Interface. 
Absence of the Unique Name Assumption and 
differentiating axioms 
The above representations in OWL require a further 
addition. OWL does not make the “Unique name 
assumption”.  In  most formalisms, if two entities 
have different names they are different.  In OWL, any 
two individuals might be the same unless declared 
different and any two classes might overlap unless 
declared disjoint.  
Therefore, to represent the intentions fully, we need a 
set of “differentiating axioms” examples of which are 
shown in Figure 9abc.  If these axioms are omitted, 
the validation in the next section will be incomplete 
because the reasoner will never infer that a code as 
incorrect because it cannot infer that it is different 
from the correct code, even though it has a different 
name.   

Validating information models 
OWL-DL was chosen because it allows efficient 
reasoners.  In principle, the task of using OWL-DL to 
represent and validate a set of information models 
and bindings to a coding system simply requires that 
the reasoner be used to determine if the combined 

models are consistent and the inferences as intended. 
Taking into account the previous discussion, the 
complete procedure consists of the following steps: 
1. Transform the relevant parts of the model of 

meaning, i.e.  the ontology, into a meta-level 
model of codes following the example in Figures 
4 and 5. 

2. Map the information model to and OWL model 
including the constraints on the terminology to 
be used as placeholders following the example in  
Figures 6.   

3. Represent the bindings between the information 
model and the coding system model as a set of 
logical equivalences between the placeholders in 
the information model and class expressions in 
the coding system model to form the  Code 
Binding Interface (CBI) module, following the 
example in Figure 7. 

4. Import the three modules into a single OWL 
model. 

5. Use the reasoner to classify the combined 
structure.  Inconsistencies, inferred subclass 
relations, and inferred equivalencies will be 
flagged by the reasoner. 

6. Examine the inferences and correct the errors. 
Note that inferred subclass relations and 
equivalencies as well as inconsistencies may indicate 
errors.  If an inferred subclass relation is not as 
intended, then either the superclass is under-
constrained – i.e.  too general – or the subclass is 
over-constrained – i.e.  too specialised.  If two classes 
that are intended to be different are inferred to be 

 DISJOINT Diabetes_type_1, Diabetes_type_2. 
 DISJOINT Brittle, Well_controlled. 
Figure 9a: Differentiating axioms for the model of 
meaning 

DIFFERENT 
code_for_diabetes    code_for_diabetes_type_1,   
code_for_diabetes_type_2,   
code_for_diabetic_brittleness, 
code_for_diabetic_brittle, 
code_for_diabetic_well_controlled). 

Figure 9b: Differentiating axioms for the model of 
codes – the coding system 
DISJOINT Data_structure, Attribute. 
DISJOINT Topic, Diagnosis, Brittleness. 
Figure 9c: Differentiating axioms for the information 
model. 
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logically equivalent, then  the distinguishing features 
have been omitted or an axiom with unexpected 
consequences included.  (There are a host of subtle 
errors that can occur in OWL models that are beyond 
the scope of this paper – see [2]). 
Validating individual data structures  – the open 
and closed world assumptions 
Before individual data structures can be validated, we 
must take into account a further feature of OWL’s 
semantics.  Databases, logic programs, and most 
related systems are based on a “closed world 
assumption” with “negation as failure” – i.e. anything 
which cannot be found in the data base or proved true 
is treated as false. OWL is based on the “open world 
assumption” – i.e.  things not proved true are treated 
as unknown; only things which can be proved false 
are treated as false.   The open world assumption 
means that one can always add to an OWL model 
unless there is an explicit “closure axiom” to the 
contrary. Without the closure axiom, an OWL model 
or data structure means only “at least what is here”. 
By contrast, most message and EHR formalisms 
assume that the a given data structure contains “what 
is here and only what is here”.  Without closure 
axioms OWL will accept a data structure with 
missing items because, since the representation is 
open, the missing item could always be added   
Closure axioms are required in three places: a) in the 
information model to say that a particular class is 
complete, b) in the model of codes, to say that each 
code has only the subcodes explicitly asserted, and c) 
in each individual data structure to be validated, to 
say that it contains only what is explicitly present.  
Step a: Before validating the model in Figure 6 we 
need to create a new subclass of “complete diabetes 
data structures” with the added the closure axiom.  
The new subclass definition is shown in Figure 10a.  
The second clause is the “closure axiom” that says 
that only these three attributes may occur. 
CLASS Diabetes_data_structure_complete  
   Diabetes_data_structure, 
   has_attr ONLY (Topic OR Diagnosis OR Brittleness). 
Figure 10a: “Complete” subclass of the Diabetes data 
structure class with closure axiom 

Step b: The model of codes must similarly be closed, 
downwards by adding closure axioms to state that 
each node only has the subcodes listed and the 
terminal codes have no  (MAX 0) subcodes. 
INDIVIDUAL code_for_metabolic_disorcer ∈ 
    has_subcode ONLY {…code_for_diabetes…}. 
INDIVIDUAL code_for_diabetes ∈ 
    has_subcode ONLY {code_for_diabetes_type_1 
                                       code_for_diabetes_type_2}. 
INDIVIDUAL code_for_diabetes_type_1 ∈ 
    has_subcode MAX 0. 

INDIVIDUAL code_for_diabetes_type_2 ∈ 
    has_subcode MAX 0. 

Figure 10b:  Closure axioms for code for diabetes 

Step c: An OWL mapping of a data structure that 
conforms to the model in Figures 6 is shown in 
Figure 10c.  The final line is the closure axiom.   
(The use of SOME and  ONLY rather than VALUE 
avoids the need to define individuals for each data 
structure’s Topic, Diagnosis and Brittleness 
attributes.) 
INDIVIDUAL diabetic_data_structure_123  ∈ 
   has_attr SOME  (Topic & has_code VALUE 
                                                     code_for_diabetes), 
   has_attr SOME (Diagnosis & has_code  VALUE 
                                                    code_for_diabetes_type_1), 
   has_attr SOME (Brittleness  & has_code VALUE  
                                                     code_for_diabetic_brittle), 
   has_attr ONLY (Topic OR Diagnosis OR Brittleness). 

Figure 10c: The OWL mapping of a  Diabetic data 
structure including closure axiom. 

Therefore, the steps to validate that a data structure 
conforms to the information model are: 
1. Map the data structure to an OWL individual 

following the example in Figure 10c. 
2. Add closure axiom as shown in Figure 10c.  
3. Use the reasoner to check if the data structure is 

a valid instance of the intended class in the 
information model. 

Limitations of OWL 
OWL-DL is based on a subset of first order logic 
deliberately limited so that inference is 
computationally tractable. There are two main 
limitations relevant to the work reported here: 
• Limited support for data types.  Both HL7 and 

Archetypes have very elaborate structures of 
datatypes that go beyond the usual XML datatypes 
supported by OWL.  This can be overcome by 
encapsulating datatype in “holders”.  What OWL 
provides is a check on the constraints on which 
data types should be used where.  Separate 
datatype syntax checkers will be required to check 
the datatype formats themselves. 

• Lack of variables. To preserve computational 
tractability, OWL lacks auxiliary variables and 
expressions such as “same-as”.  For example, one 
can say that the left hand must be part of the left 
arm, but not that hands must be part of arms on the 
same side. Usually, it is possible to work around 
this limitation by having separate axioms for each 
case, e.g.  for left-sided and right-sided rather than 
a single axiom for “same side”. UML, and most 
other object oriented formalisms, share this 
limitation.  It has not proved a serious limitation in 
practice in the experience reported below or in 
related applications. 
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Experience 
Representing HL7 message fragments developed 
by the NHS Connecting for Health 
The methods in this paper are a refinement and 
generalisation of methods that were developed to 
represent the constraints in a set of message models 
developed by the UK NHS Connecting for Health 
Programme and their binding to SNOMED CT. The 
set of messages related to administration of 
medication were represented, a total of between 
twenty and thirty message formats (depending on 
how variants are counted).  The methods were 
successful in representing all of the constraints 
identified, both in the HL7 models themselves and in 
the accompanying documentation, including the 
complex constraints on compositional forms required 
to maintain consistency between the SNOMED 
Context Model and the HL7 mood and status codes.  
The representation, however, was tedious.  Existing 
OWL tools are adapted to representing ontologies 
and models of meaning rather than data structures.  
Wider use of the methods presented here would 
benefit from the development of alternative tools, or 
at least alternative front-ends.  In this respect OWL is 
best viewed as an assembly language.  A high level 
language adapted to the task of representing 
information systems and their binding to coding 
systems is required along with ‘compilers’ to 
transform it to OWL in a standard way.  

 Discussion 
In previous papers [3-5] we have identified the 
interface between models of meaning – the ontology– 
and models of use as critical to clinical systems.  This 
paper clarifies the relation between the model of 
meaning and one sort of model of use, the 
information model used for validating EHRs and 
messages.  It contends that these information models 
are, in fact, models of data structures, and that they 
are formulated at a meta level with respect to the 
model of use, the ontology proper.  It further 
contends that codes are likewise data structures and 
that the model of codes, or coding system, is likewise 
at a meta-level with respect to the model of 
meaning – the ontology.   
The paper illustrates a methodology for formulating a 
“Code Binding Interface” (CBI) to specify and 
constrain how codes are to be used in data structures. 
This task is essentially “syntactic” – it is concerned 
with whether the data structures can be processed 
reliably rather than with whether the information 
conveyed is accurate or correct.  The structure of the 
information model is motivated by adequacy to 
convey meanings, but the constraints in the model are 
on the data structures rather than on the meaning 

itself.  We suggest that the controversies around 
coding systems and standards such as HL7 arise, in 
part, from lack of clarity about this distinction 
between validity and accuracy. 
The methodology has been used in practice and 
proved effective in supporting a range of 
independently formulated constraints.   
This theoretical justification and practical experience 
is further supported by the observation that the 
requirements in the introduction cannot be met by a 
first order model of meaning directly linked to the 
information model.  Requirement 2 includes being 
able to restrict the value of an attribute to a specific 
code at any level of abstraction – e.g. to “the specific 
code for diabetes” – or to any of the subcodes of a 
parent code but not the parent code itself – e.g. “to 
any subcode of brittleness”.  However, the semantics 
of the model of meaning are defined in terms of 
classes of illnesses.  The class “all diabetic illnesses 
that are neither type 1 nor type 2” would be all those 
diabetic illnesses of some alternative type – a class 
which is quite probably empty.  It would not be the 
parent class, Diabetes, as required.  By contrast, if 
dealing with classes of codes at the meta-level, the 
required expressions,  as shown in Figure 7, are 
straightforward.  Implicitly, this is what most users of 
terminologies such as SNOMED actually do – they 
query the coding system in a “distribution form” 
which does not give access to the underlying 
semantics.  However, without explicit recognition of 
the separation of the models of meaning and meta-
level models of coding systems, these mechanisms 
remain ad hoc and cannot be specified formally. 
This paper deals with only the first two steps in using 
patient information – formulating meanings and 
storing or transmitting meanings in data structures.  
The third step – using the information for clinical 
decisions about individual patients – requires a 
further model – a model of clinical action – to be 
discussed in a further paper. 
The methodology given here meets the requirements 
given in the introduction for binding ontologies, 
coding and information models. There is great 
controversy over the flaws in both SNOMED and 
HL7.  The indirection in this methodology can help 
provide rigorous specifications that allows systems to 
interoperate using valid message despite flaws in 
such models. However, even if the models were 
ideal, the ontology sound, the coding system a 
faithful meta model of the ontology, and the 
information model founded on a sound model of the 
information to be conveyed, a Code Binding 
Interface would still need to be specified to specify 
what constituted valid bindings of codes to the data 
structures.  Any given message or record fragment 
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will provide places for only a limited view on all 
possible meanings and hence all possible 
combinations of codes.  Even in a near ideal world, if 
the information model and ontology are developed 
independently, there will still be overlaps and 
consequent need for mutual constraints between 
them. 
Whether the methodology presented here is the best 
means to do so remains open to investigation. OWL 
has the technical advantage of being highly 
expressive, of supporting inverse properties which 
can be used to represent context, and of having 
available sound and complete reasoners. Its status as 
a standard brings the organisational advantage of a 
broad community developing tools and techniques.   
However, potential alternatives might include F-
Logic [7], broader epistemic extensions to OWL and 
description logics [8] or other epistemic and or higher 
order logics.  A principled layered version of OWL 
similar to that in this paper has also been suggested 
by others [6].  We hope that the issues are presented 
here in sufficient detail to allow alternatives to be 
formulated and compared.  
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Biomedical ontologies not only capture a wealth of 
biological knowledge but also provide a 
representational system to support the integration 
and retrieval of biological information. Various 
biomedical ontologies are used by model organism 
databases to annotate biological entities to the 
literature and have become an essential part of high 
throughput experiments and bioinformatics research. 
We are exploring the power of ontology visualization 
to enhance the understanding of annotations by 
placing annotations in the graph context of the 
broader biological knowledge the ontology provides. 
Presenting annotations in this context provides a 
better understanding of the annotations because 
humans are adept at extracting patterns and 
information from graphical representations of 
complex data. 
 

INTRODUCTION 
 
Biological systems can be very complex but many 
aspects of biological system characterization have a 
wealth of biomedical knowledge accumulated over 
years of clinical and laboratory experience. 
Ontologies provide a shared understanding of a 
domain that is human intelligible and computer 
readable and, consequently, a representational system 
to support the integration and retrieval of this 
knowledge. 
 
As techniques of large-scale genomic analysis and 
functional gene annotation have progressed and are 
becoming more common, it is essential to find 
approaches to provide a comprehensive view of 
annotation sets. We are exploring the power of 
several widely used ontologies to provide a 
comprehensive graphical view of annotations by 
presenting the annotations visualized within an 
ontology relationship structure. By presenting 
annotations in the graph context we hope to provide a 
better understanding of the annotations because 
humans are adept at extracting patterns and 
information from graphical representations of 
complex data. 

BACKGROUND 

Ontologies can be used to abstract knowledge of a 
domain in a way that can be used by both by humans 
and computers by providing an explicit representation 
of the entities of interest and the relationships among 
them. In particular, biomedical ontologies 
representing various aspects of biology are being 
used for annotating entities to the literature and for 
integrating the diverse information resulting from the 
analysis of high-throughput experiments. 
 
Open Biomedical Ontologies (OBO) is an umbrella 
repository for well-structured controlled vocabularies 
for shared use across different biological and medical 
domains [1]. The OBO website contains a range of 
ontologies that are designed for biomedical domains. 
Some of the OBO ontologies, such as the Gene 
Ontology (GO), apply across all organisms. Others 
are more restricted in scope; for example, the 
Mammalian Phenotype Ontology (MP) is a phenotype 
ontology designed for specific taxonomic groups. 
 
The GO Project was established to provide 
structured, controlled, organism-independent 
vocabularies to describe gene functions [2] and, as a 
consequence, provides semantic standards for 
annotation of molecular attributes in different 
databases. Members of the GO Consortium supply 
annotations of gene products using this vocabulary. 
The GO and annotations made to GO provide 
consistent descriptions of gene products and a 
valuable resource for comparative functional analysis 
research. 
 
Currently, the three ontologies of GO contain nearly 
20,000 terms [3]. The terms are organized in 
structures called directed acyclic graphs (DAGs) 
which differ from strict hierarchies in that a more 
specialized (granular) child term can have more than 
one less specialized parent term. In the GO a child 
can be related to a parent by either a ‘part of’ or ‘is a’ 
relationship.  Mouse Genome Informatics (MGI) 
curators use the GO to annotate mouse genes from the 
literature. Currently, MGI has more than 100,000 
annotations to more than 17,000 genes; 
approximately half of the annotations are manual 
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Figure 1. GO annotation graph for mouse Hgs 
(HGF-regulated tyrosine kinase substrate) provides 
an alternative to tabular or text views. Blue/shaded 
nodes in the GO graph indicate mouse annotations. 

Full graph and annotation set available at: 
http://www.informatics.jax.org/javawi2/servlet/WIFet

ch?page=GOMarkerGraph&id=MGI:104681 

 

 

Figure 2. GO comparative graph for MGI curated 
orthologs to mouse Pax6 (paired box gene 6). The 

nodes are color-coded according to organism: mouse 
annotations shown in blue/lighter shading, human 

annotations in red/darker shading, multiple 
organisms in gray. Full graph available at: 

http://www.informatics.jax.org/javawi2/servlet/WIFet
ch?page=GOOrthologyGraph&id=MGI:97490

annotations from the literature, the balance from 
automated data loads. An MGI user has the option of 
viewing the full set of GO annotations for a particular 
gene in three formats: as a table, as automatically 
generated text, and as a graph. The graph presents 
relevant parts of the GO with direct annotations 
indicated as colored nodes, as shown in figure 1. The 
graphical format allows a user to easily see, for 
example, whether a gene product appears to 
participate in a broad range of molecular functions or 
in only a narrow, specialized function. 

Genes that share close evolutionary relationships are 
likely to function in similar ways. As a complement to 
our previous work [4] on the assessment of 
annotation consistency of independently developed 
annotation sets for curated mammalian orthologs [5], 
we provided comparative graphical visualizations of 
annotations, one graph for each mouse-human-rat 
ortholog triple with nodes colored according to 
organism annotated. Coloring nodes to distinguish 
among annotations extends the usefulness of the 
visualization for pattern recognition by users. The 

graphical format, as shown in figure 2, allows a user 
to assess the consistency, inconsistency and level of 
detail of annotations made to different model 
organisms. 

Our examination of the comparative graphs led to the 
observation that annotations are often 
complementary, reflecting the fact that the different 
model organisms are used to study different aspects 
of biology. Since biologists are often species-blind 
and assemble their initial picture of a gene and its 
function without regard to the taxonomic origin of the 
gene that was studied in a particular experiment, this 
suggested the broader application of such graphs as 
‘summary’ rather than ‘comparative’ graphs that 
might be used to answer the request: “Show me 
everything that is known about this gene.” The power 
of this representation is that it provides a view of the 
summary of information derived from species-
specific experimental results. 

In addition to the ability to visualize comparative 
annotation sets, graphs can be used to coordinate 
information for animal models of human 
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Figure 3. GO annotation graph for OMIM gene CATALASE; CAT. The graph coordinates GO annotations for 
thirteen model organisms with nodes colored by organism. Full graph and annotation set available at: 

http://www.spatial.maine.edu/~mdolan/OrthoDisease_Graphs/OMIM_GeneGraphs/CAT.html 

 
diseases. The primary purpose of performing 
experiments that study the consequences of mutations 
in a particular organism is that these experiments 
provide valuable models for the understanding of 
human disease. We have extended our ontology 
visualization approach [6] to the orthology sets 
developed in the resource OrthoDisease [7], a 
comprehensive database of model organism genes 
that are orthologous to human disease genes derived 
from the OMIM database [8], a continuously updated 
catalog of human genes and inherited, or heritable, 
genetic diseases. We have abstracted orthology 
information on thirteen organisms for which curated 
GO annotation sets are publicly available. By 
combining all GO annotations for the orthologs 
associated with each disease gene or with each 
disease, we obtain a comprehensive annotation set for 
each disease gene and for each disease. Each 
annotation set is presented on the GO graph with 
nodes having annotation colored according to the 
organism that is the source of the annotation. Figure 3 
shows part of the graph for OMIM gene CAT that 
demonstrates the degree of similarity annotations to 
diverse organisms can show. Of course, in some 
sense, it is the differences that are of more interest in 
this case since we are interested in collecting together 
as much information as possible. 
 

DESCRIPTION OF CURRENT WORK 
 
While each annotation group develops curation 
standards to meet the needs of their community, one 
of the important results of various ontology projects 
has been an attempt to develop a common vocabulary 
and shared annotation standards that enhance the 
utility of these annotations for analysis. We have 
found that regardless of the ontology, presenting 
terms in a graphical context makes the relationships 
of ontology terms clear, provides context for 
annotations, and makes the examination of large 
annotation sets feasible. The long-term objective, 
now, is to build consensus for curation standards that 
will strengthen the utility of data integration 
capabilities of this approach. 
 
We have generalized our GO visualization approach 
to other ontologies and annotation data sets. First, we 
construct a complete graph to represent the ontology. 
Second, we color nodes that have annotations and 
limit the graph to the sections necessary to show all 
annotations. By limiting the graphs to annotated 
sections we do not have to deal with scalability issues 
that might arise if we were to attempt to represent an 
entire ontology that includes thousands of terms. 
Finally, we build a web page for each gene that 
includes an image of the graph and a table of 
annotations. In addition, to facilitate the examination 
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Figure 4. The comparative graph paradigm: an ontology provides the relationship structure among terms; a 
grouping idea defines the object set; and discriminating idea distinguishes objects whose annotations will be color-

coded in the graph. 

 
of larger graphs, we provide scalable vector graphics 
(SVG) images, which include pan-zoom-search 
functionality that allow a user to examine specific 
sections of the graphs. The graph images are 
generated using GraphViz, a freely available, open 
source graph layout program [9]. 
 
Gene expression data sets describe when and where 
particular genes are active. Providing a 
comprehensive picture of the level of gene expression 
across developmental stages and anatomical 
structures will facilitate investigation of regulation of 
gene expression.  
 
We have applied our simple graphical display 
approach to gene expression data with annotations to 
both the Adult Mouse Anatomical Dictionary (MA) 
[10] and the Edinburgh atlas of mouse embryonic 
development (EMAP) [11]. For each gene with 
annotation data, the resulting graph shows the mouse 
anatomy ontology with anatomical structure nodes 
colored to indicate where that gene is expressed. In 
addition, in the case of the EMAP graphs, we have 
attempted to tease apart time dependence of gene 
expression patterns by separating annotations to 
different developmental stages by producing graphs 
for each Theiler stage.  
 
The laboratory mouse is an important model 
organism for a broad range of human diseases and 
disorders, including diabetes, heart disease, and 
cancer. Genomic and genetic investigations of 

particular mouse models (phenotypes) reveal the 
contribution of particular genomic variants (alleles) to 
the presentation of disease phenotypes. The 
annotation of genotype-phenotype associations is an 
essential part of assessing mouse models for human 
disease. 
 
We have adapted our comparative GO annotation 
approach to phenotype annotations made to different 
mouse gene alleles to create Mammalian Phenotype 
(MP) Ontology [12] graphs. As in the case of GO 
comparative graphs (figure 2), the generalized 
approach to comparative graphs requires three things: 
an ontology to provide the relationship structure, a 
grouping idea to connect the annotated objects, and a 
distinguishing idea (see figure 4). First, we construct 
a complete graph to represent the ontology. Second, 
we color nodes that have annotations according to the 
distinguishing characteristic and limit the graph to the 
sections necessary to show all annotations. Finally, 
we build a web page for each gene that includes an 
image of the graph and a table of annotations.  
 
In the case of the GO comparative graphs the 
grouping idea is orthology and the distinguishing idea 
is organism: mouse annotations in blue, human 
annotations in red and so forth. In the case of MP 
graphs the grouping idea is the gene and the 
distinguishing idea is the allele: each allele’s 
annotated nodes are colored differently. In a similar 
way to color coding of GO nodes by organism, color-
coding of MP nodes by allele allows a user to easily  
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Figure 5. Part of the Adult 
Mouse Anatomical 
Dictionary (MA) 

annotation graph for 
postnatal expression data 
for mouse gene Abcg2 

(ATP-binding cassette, sub-
family G (WHITE), member 

2). 
Full graph and annotation 

set available at: 
http://www.spatial.maine.e
du/~mdolan/GXD_Graphs/ 

Abcg2.html 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
see similarities and differences in alleles annotated to 
different phenotypes. Our purpose in creating such 
graphs is to move beyond simply providing another 
representation of a phenotype data set to add potential 
value to this data set as a method of assessing mouse 
models for human disease.  

RESULTS 

Graphical representations of expression data sets 

using anatomy ontologies 
 
The Mouse Anatomical Dictionary provides 
ontologies that provide a standardized nomenclature 
for anatomical parts to describe the complex patterns 
of gene expression in the developing and adult mouse 
and how they relate to the emerging tissue structure. 
Terms that describe embryonic developmental stages 
(Theiler Stages 1 through 26) have been developed 
by the Edinburgh Mouse Atlas Project (EMAP) [11]. 
Terms that describe mice at postnatal stages, 
including adult (Theiler stage 28) have been 
developed as the Adult Mouse Anatomical Dictionary 
(MA) [10].  

 

Adult Mouse Anatomical Dictionary graphs display 

relationships of annotations 
 
The Adult Mouse Anatomical Dictionary (MA) is an 
anatomy ontology that can be used to provide 
standardized nomenclature for anatomical terms in 
the postnatal mouse. It was developed as part of the 
Gene Expression Database (GXD) resource of 
information from the mouse [12]. The Adult Mouse 
Anatomical Dictionary organizes anatomical 
structures for the postnatal mouse spatially and 
functionally. Each MGI gene detail page includes 
links to gene expression data; the user can select data 
for the postnatal mouse and obtain a tabular view of 
available expression data.  
 
Our graphical representations present another view of 
the data, as shown in figure 5. This partial view of the 
graph for Abcg2 (ATP-binding cassette, sub-family G 
(WHITE), member 2) clearly shows the relationship 
of three annotations as variations in granularity. Note 
that the colored nodes indicate only direct annotations 
made by curators from the literature, although 
indirect annotation can be inferred from the ontology 
structure. 

 

EMAP graphs provide information on 

developmental stage specific expression  
 
The Edinburgh Mouse Atlas Project (EMAP) 
annotation of gene expression data can be used to 
capture the complex and ever-changing patterns 
throughout the development of the mammalian 
embryo and how they relate to the emerging tissue 
structure at each developmental stage. 
 
We have adapted the EMAP ontology to separate 
annotations associated with different Theiler stages 
and created EMAP annotation graphs for each stage, 
effectively treating each stage as a separate ontology 
structure. With this approach we can, within the limits 
of incomplete annotation, see stage separated 
annotations as a time series of expression patterns. 
For example, figure 6 shows expression annotations 
for mouse gene Shh (Sonic hedgehog) for Theiler 
stages 11 (figure 6, upper panel) and 12 (figure 6, 
lower panel). A user might consult such graphs to 
explore changes in expression pattern between stages 
or determine the earliest stage at which the gene is 
known to be expressed in a particular anatomical 
structure. The way these graphs are presented at our 
web site, a user can move forward or back to adjacent 
Theiler stage. 
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Figure 6. EMAP ontology graphs for Theiler stages 11 (upper) and Theiler stage 12 (lower) displaying expression 
patterns for mouse Shh (Sonic hedgehog). (Annotations available from GXD.)Full graph and annotation set 

available at: http://www.spatial.maine.edu/~mdolan/GXD_Graphs/TimeSlices/TS11.html 

26



 

 

Figure 7. Detail of the Mammalian Phenotype (MP) Ontology annotation graph for two alleles of mouse gene Arx 
representing allelic compositions Arx

tm1Kki
/Y (blue/lighter shading) and Arx

tm1Pgr
/Y (red/darker shading). We observe 

that the allele annotations segregate in separate ontology branches. Only the allelic composition Arx
tm1Kki

/Y high-
level phenotypes correspond to nervous system and reproductive system phenotypes, while only the allelic 
composition Arx

tm1Pgr
/Y corresponds to homeostasis/metabolism and growth/size phenotype. Full graph and 

annotation set available at: http://www.spatial.maine.edu/~mdolan/GenoPheno_Graphs/Arx.html 

Using graphical representations to reason about 

annotations: assess mouse models for human 

disease 
 
The Mammalian Phenotype (MP) Ontology [13] is 
used by MGI to represent phenotypic data. The MP 
Ontology enables annotation of mammalian 
phenotypes in the context of mutations and strains 
that are used as models of human disease and 
supports different levels of phenotypic knowledge. 
For example, among the highest levels of the MP 
Ontology are terms for: growth/size phenotype, 
homeostasis/metabolism phenotype, nervous system 
phenotype, and reproductive system phenotype.  
 
So for example, the mouse gene Arx (aristaless 
related homeobox gene (Drosophila)) has 2 alleles, 
Arx

tm1Kki
 and Arx

tm1Pgr
, both of which have been 

annotated to MP by curators at MGI. We might ask:  

 
how do the annotations to the different alleles 
compare? Applying the comparative graph 
methodology and indicating MP annotations to terms 
by color-coding according to allelic composition 
Arx

tm1Kki
/Y and Arx

tm1Pgr
/Y results in the graph detail 

shown in figure 7. (Information on mouse strain 
background is not indicated in the graph but is given 
in a complete annotation table that accompanies the 
graph.) We observe that in the graph the allele 
annotations segregate in separate branches reflecting 
the fact that the phenotype annotations associated 
with the two alleles fall into distinct high-level 
phenotypes. Only the allelic composition Arx

tm1Kki
/Y 

corresponds to high-level nervous system and 
reproductive system phenotypes, while only the 
allelic composition Arx

tm1Pgr
/Y corresponds to 

homeostasis/metabolism and growth/size phenotypes.  
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Figure 8. MGI integrates data on mouse models of human disease from OMIM with existing data for mouse genes 
and strains. For example, as shown on this “Associated Human Diseases” information page for Arx, Arx

tm1Kki
 /Y on 

the strain background 129P2/OlaHsd * C57BL is a known mouse model for OMIM human disease, “Lissencephaly, 
X-Linked, with Ambiguous Genitalia; XLAG” characterized by nervous system and reproductive system phenotypes. 

The visualization methodology as shown in figure 7 is consistent with the known association of this particular 
human disease and the Arx

tm1Kki
 mouse model. (This page is available at: 

http://www.informatics.jax.org/javawi2/servlet/WIFetch?page=humanDisease&key=850912 ) 
 
 
This distinction is confirmed by seeing that, indeed, 
Arx

tm1Kki
 is a known mouse model for OMIM human 

disease, “Lissencephaly, X-Linked, with Ambiguous 
Genitalia; XLAG” (see figure 8), which is 
characterized by nervous system and reproductive 
system phenotypes. The visualization methodology 
outlined here is consistent with the known association 
of this particular human disease and the Arx

tm1Kki
 

mouse model. Our hope is that examination of the 
MP graphs for specific disease associated phenotypes 
would help point to good mouse models. To facilitate 
this, we have created an index to all genes and alleles 
indicating high-level phenotypes. For example, a user 
can search the index for all genes and alleles 
annotated for “nervous system phenotype” and 
examine the linked MP graphs for segregation of 
allele phenotypes and a potential novel mouse model 
for a human disease characterized by nervous system 
abnormality. In this way we have extended the 
usefulness of the graphical representations beyond 
just another way of presenting the data to a method 
that allows a user to reason about annotations.  
 

Availability of graphs 
 
All graphs presented in this work are publicly 
available.  
• The GO graphs are available for each gene from 

the gene detail pages at MGI.  
• The OrthoDisease graphs are available at: 

http://www.spatial.maine.edu/~mdolan/OrthoDis
ease_Graphs/ 

• The Adult Mouse Anatomical Dictionary (MA) 
graphs for GXD data for selected genes are 
available 
http://www.spatial.maine.edu/~mdolan/GXD_Gr
aphs/  

• The Theiler stage separated Edinburgh Mouse 
Atlas Project (EMAP) graphs displaying GXD 
data for Shh are available at: 
http://www.spatial.maine.edu/~mdolan/GXD_Gr
aphs/TimeSlices  

• The Mammalian Phenotype (MP) graphs for all 
MGI genes with phenotype annotations are 
available at: 
http://www.spatial.maine.edu/~mdolan/GenoPhe
no_Graphs/ 
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CONCLUSIONS 

Biological systems can be very complex but many 
aspects of biological system characterization have a 
wealth of biomedical knowledge accumulated over 
years of clinical and laboratory experience. 
Ontologies provide a shared understanding of a 
domain that is human intelligible and computer 
readable that can help support the integration and 
retrieval of this knowledge.  
 
Here we provide a methodology to visualize sets of 
annotations as provided by a model organism 
database curation system to aid researchers in better 
comprehending and navigating the data.  The result is 
a comprehensive view of available knowledge. As 
more annotations are made and become available, 
such tools will be both more necessary, to handle 
larger data sets, and more useful, as annotation 
approaches completeness. We believe that this 
approach to coordinating biological knowledge 
available in model organism resources will provide a 
valuable resource in medical research and contribute 
to understanding these systems.  
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There is a great demand for online maintenance and 
refinement  of  knowledge  on  biomedical  entities1.  
Collaborative  maintenance  of  large  biomedical  
ontologies  combines  the  intellectual  capacity  of  
millions  of  minds  for  updating  and  correcting  the 
annotations  of  biomedical  concepts  with  their  
semantic relationships according to latest scientific  
insights.  These  relationships  extend  the  current  
specialization  and  participation  relationships  as  
currently  exploited  in  most  ontology  projects.  The 
ontology  layer  has  been  developed  on  top  of  the  
Wikidata2 component and allows for presentation of  
these  biomedical  concepts  in  a  similar  way  as  
Wikipedia pages. Each page contains all information 
on a biomedical concept with semantic relationships 
to  other related concepts.  A first  version has been  
populated  with  data  from  the  Unified  Medical  
Language  System  (UMLS),  SwissProt,  
GeneOntology,  and  Gemet.  The  various  fields  are 
online editable in a Wiki style and are maintained via 
a  powerful  versioning  regiment.  Next  steps  will  
include the definition of a set of formal rules for the  
ontology to enforce (onto)logical rigor.

INTRODUCTION

In  order  to  deal  with  the  deluge  of  biomedical 
information  many  projects  have  been  initiated  that 
aim  at  semantically  annotating  content.  Many  of 
these projects can be characterized as an attempt to 
exploit  advanced  natural  language  processing  and 
text  mining  technology  to  identify  the  relevant 
semantic topics contained in a text3.  By identifying 
these  concepts  in  a  text  one  can  exploit  available 
information about a concept as being formalized in 
an ontology for a number of tasks. One of these tasks 
is to improve information retrieval4 (e.g., retrieval of 
texts on a particular concept might also include the 

retrieval of documents with a more specific, narrower 
meaning).  Another  task  would  be  semantic 
navigation between texts (e.g., exploring the semantic 
relationships between an identified concept in a text 
and concepts in other texts5). 

Outside  the  biomedical  domain  the  W3C has  been 
working  on  defining  exchange  standards  for 
ontologies.  Their  objective  is  to  facilitate  the 
development  of  technologies  that  enable  cross-
community data integration and collaborative efforts 
by adding semantics to the data. An example is the 
semantic  web  where  webpages  are  semantically 
tagged  and  through  these  semantic  tags  linked  to 
other  webpages  (similar  to  the  current  hyperlinked 
web).  RDF,  OWL  and  DAML6 are  examples  of 
standards to impose semantic tags on information on 
the web.  The  meaning of  these  tags  is  captured in 
ontologies that contain additional information on how 
these  semantic  tags  interrelate.  These  semantic 
interrelated  tags  can  be  used  by  applications  for 
instance  to  semantically  navigate  between  web 
resources.

All these tasks heavily rely on ontologies that serve 
as  a  repository  of  these  biomedical  concepts. 
Ontologies  provide  facilities  to  semantically  relate 
the different biomedical topics. A first generation of 
ontologies  (with  limited  scope)  is  available  now. 
Good  ontological  principles  have  been  a  research 
topic  and  many  scientific  projects  aim  at  a  next 
generation  of  ontologies7.  The  Open  Biomedical 
Ontologies  consortium  provides  a  platform  for 
making  available  ontologies  for  shared  use  in  the 
medical  and  biomedical  domain  that  have  been 
constructed with tools that bring in a greater degree 
of logical and ontological rigor8. Various tools have 
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been constructed that  assist  users  with constructing 
these  ontologies.  Protégé  is  a  freely  downloadable 
program  to  construct  ontologies  using  a  strong 
formalism9. 

OntoBuilder is another ontology editor that has been 
developed to automatically derive ontologies from a 
corpus  (web  pages)  with  support  to  refine  and 
restructure  them.  Its  focus  is  in  particular  on 
ontologies supporting the semantic web10. The main 
emphasis  of  all  these  tools  is  to  make  the 
development  of  (rigorous)  ontologies  easier.  The 
whole  process  of  collaboration,  discussion  and 
interrelating ontologies has not yet been addressed in 
these tools.

In  this  paper  a  mechanism is  presented  to  harvest 
from  existing  ontologies  originating  from  different 
sources and make these ontologies available for web-
based refinement through a collaborative effort of the 
community of  scientists.  The hypothesis is  that  the 
online  interaction,  discussion  and  annotation  of 
biomedical concepts will lead to wider coverage and 
higher  quality  ontologies  with  more  semantics 
defined. Typically, most ontologies limit themselves 
to defining a hierarchy containing the specialization 
or  participation  relations.  The  biomedical  semantic 
relations  (a  particular  biomedical  concept  has  a 
particular  semantic  relationship  with  another 
biomedical  concept)  require  experts  to  interact  and 
refine. These are important for the next generation of 
intelligent applications.

It is clear that an ontology has to cover a substantial 
part  of  the  domain  in  order  to  be  useful.  In  the 
biomedical domain, this would require that at least a 
substantial  part  of  all  medical  concepts  and  of  all 
genomic  and  proteomic  concepts  have  to  be  in. 
Current  vocabularies  in  these  fields  yield  about 
1,352K concepts for the medical domain (UMLS11) 
and  about  200K  for  the  genomics  and  proteomics 
domain  (Swiss-Prot,  EntrezGene,  and  Gene 
Ontology12).

Building a comprehensive ontology is an enormous 
endeavor.  Bringing  together  all  ontological 
knowledge from different  biomedical  disciplines  in 
one  environment  seems  to  be  quite  impossible. 

Furthermore,  a  biomedical  ontology is  not  a  static, 
one-time  effort.  Such  an  ontology  should  be 
continuously revised and updated with the latest new 
biomedical concepts and the latest semantic relations 
between the concepts1. Only imagining the rate with 
which  genomics  and  proteomics  data  are  produced 
yielding  new  information  on  genes  and  proteins  it 
becomes clear that a comprehensive and up-to-date 
ontology  is  beyond  the  capabilities  of  any  single 
scientific project.

The only way to cope with such enormous amounts 
of data in so many different biomedical fields is to 
have an open environment in which all scientists can 
collaboratively  share  their  knowledge  on  particular 
biomedical  topics.  Therefore  we  are  currently 
investigating the possibilities  of  using a web-based 
approach  to  build  and  maintain  biomedical 
ontologies.  Benefiting from the pioneering work of 
the  Wikimedia  Foundation  on  collaborative 
development  of  web-based  encyclopedias,  we  are 
exploring  the  possibilities  to  adapt  a  Wikimedia 
product in such a way that it can be used to support 
collaboration  on  ontology  work:  the  WiktionaryZ 
software.

Many of the current vocabularies do not satisfy the 
ontological  principles  as  current  research  has 
defined13. In addition, editing and updating ontologies 
should  follow  rules  that  guarantee  soundness  and 
correctness  of  the  ontology.  Description  logic  in 
combination  with  the  specification  of  a  separate 
hierarchy  along  the  specialization  and  participation 
relation  could  make  it  possible  to  automatically 
detect  errors  in  the  concept  classification.  The 
WiktionaryZ has been developed in such a way that 
such an additional hierarchy can be expressed. 

In addition to creating a collaborative instrument for 
biomedical scientists, this approach is also of interest 
to  language  engineering  scientists.  A  systematic 
translation of  biomedical  terms is  a rich source for 
language engineers and of great interest to them.

METHODS

The architecture of WiktionaryZ (see Figure 1) has 
been  based  on  the  existing  MediaWiki  software. 
Wikidata  itself  is  an  extension  of  the  MediaWiki 

32



software that allows for structured data functionality 
beyond  editing  flat  documents  like  Wikipedia 
articles.  All  data  are stored in  a  MySQL relational 
database management system. WiktionaryZ has been 
built using Wikidata to store multilingual ontologies. 
It supports the notion of concepts, terms, synonyms, 
translations,  definitions  and  alternative  definitions, 
semantic  relations,  attributes,  ontology  class 
membership,  and source annotations.  Each of these 
elements is stored in the database as a separate entity. 
These  entities  can  be  combined  in  various  queries 
supporting  different  applications.  Specific 
applications (e.g., WikiProtein and WikiAuthors) can 
be defined as an implementation of the WiktionaryZ 
schema definition  (with  possibly  some application-
specific extensions).

The  WiktionaryZ  software  provides  the  same 
functionality as the MediaWiki software with respect 
to  online  editing  (talk  pages)  and  version 
management.  In  order  to  distinguish  between  the 
ontology  as  provided  by  the  authority  -  i.e.  the 
organization  that  developed  the  thesaurus  or 
vocabulary -  and  the  version as  maintained by  the 
community an extended version management system 
is in place. The WiktionaryZ software discriminates 
between  two  version  branches:  the  so-called 
authoritative  version  and  the  community  version. 

These  two  branches  are  more  or  less  independent: 
new  versions  of  the  authoritative  version  can  be 
imported without disrupting the community version. 
Vice versa are edits made by the community clearly 
(visually)  distinguishable  from  the  authoritative 
version  avoiding  any  confusion  with  respect  to 
accountability.  The  authority  can  monitor  and 
selectively include community edits to refine its own 
authoritative  version.  The  community  can  harvest 
from the latest release of the version maintained by 
the  authority  after  its  import  into  the  authoritative 
branch. 

Every  scientist  can  contribute  and  discuss 
information on a concept. The version management 
layer treats every edit as a new version. Versions can 
be  rolled  back  if  such  a  rollback  does  not  cause 
relational  inconsistencies.  The  LiquidThreads 
extension supports  multiple  threads per  Wiki  page. 
This means that one could have a discussion thread 
around the definition of a concept and a separate one 
for  the  translations  of  terms.  The  WiktionaryZ 
software and its database are available under a free 
content  license  as  defined  by  the  Free  Content 
Definition (http://www.freecontentdefinition.org). 

A Wikidata  application  is  defined by  a  namespace 
and  associated  functionality.  Each  different 
vocabulary can have its own namespace and attached 

Figure 1 - Schematic overview of the architecture of WiktionaryZ. It has been developed on 
top of the existing MediaWiki software.
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to its namespace can be additional tables that require 
specific  functionality.  For  instance,  in  the 
WikiProtein  namespace  each  protein  can  be 
described by its own specific features, such as amino 
acid  sequence,  the  species  of  origin,  the 
experimentally  identified  function,  etc.  For  a  gene 
concept, the DNA sequence could be given. Despite 
these  specializations  for  each  namespace,  the 
concepts share a common set of data (and structure) 
for each concept. 

Each biomedical concept is defined by a definition – 
a  short  and precise specification of  the  concept.  A 
biomedical  concept  can have additional  definitions: 
these definitions might comprise real alternatives for 
the definition or definitions with a slightly different 
perspective: aiming at a different scientific discipline 
or at a different community (high school students, for 
instance).  Figure  2  shows  an  example  of  the 
information comprised at  a  WiktionaryZ page.  The 
palette of semantic relations between the biomedical 
concepts  has  initially  been  defined  as  the  set  of 
relations  defined  in  the  Semantic  Network  of  the 
Unified  Medical  Language  System11.  This  set  of 

hierarchically  organized  relations  can  be  easily 
extended and refined by the user. 

Attached to each concept are terms (and synonyms), 
the language utterances used to refer to the concept. 
These terms are organized per language. Translations 
for each term can be entered and the system has been 
predefined  with  codes  as  defined  in  the  ISO/FDIS 
639-3 standard.  Attached to  each definition can be 
attributes.  Initially  these  attributes  will  specify 
properties on the defined meaning: for instance the 
semantic  type (e.g.,  a  disease,  a  gene,  a  finding,  a 
chemical, etc.) of the biomedical concept.

In order to benefit from the biomedical concepts as 
already defined in existing vocabularies and thesauri 
batch import  facilities have been developed for the 
WiktionaryZ. Import facilities are now available for 
the  UMLS  files,  Swiss-Prot  files,  Gene  Ontology 
files,  and  the  Gemet  files.  Most  information 
contained in these vocabularies and thesauri has been 
succesfully  imported  and  made  available  in  a 
WiktionaryZ environment.
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DISCUSSION

No  other  online  editing  environment  has  been 
developed that supports collaboration of scientists on 
annotation and semantic refinement of an ontology. 
The currently available tools allow for development 
of ontologies along some ontology design principles. 
However,  many  scientists  need  to  be  involved  to 
refine  the  ontologies  to  a  fine  granular  conceptual 
level,  to  annotate  the  concepts,  and  to  express  the 
semantic relationships between concepts, in short, to 
represent  and  codify  the  continuous  advances  of 
scientific  knowledge  about  any  biomedical  subject. 
For  effective  use  of  ontologies  in  biomedical 
applications  it  is  crucial  to  go  beyond  the  current 
foundational relations of ontologies and beyond the 
well established and consistently described concepts.

Our first experiments with building the WiktionaryZ 
demonstrate that it is quite feasible to have large sets 
of  concepts  contained  in  a  Wikidata database.  The 
web  based  interface  is  fast  enough  to  retrieve  the 
concepts  and  combine  all  concept  related  data 
dispersed in different  tables to the user.  Pages are 
referenced per term. In case of a homonymous terms 
the page shows all the concepts for which the term is 
defined.  The  concept  page  can  be  very  long. 
Currently  WiktionaryZ  does  not  provide  any 
mechanism to define views on the data. A simple first 
approach  would  be  to  only  show  data  for  the 
language(s)  that  the  user  has  indicated.  More 
advanced views that are depending on the nature of 
the user’s task can also be foreseen (i.e., differentiate 
between  annotators,  scientists,  students,  ontology 
developers, translators, high school students, etc.).

The  WiktionaryZ  does  provide  a  powerful  search 
facility:  it searches for exact matches and allows for 
partial  matches,  both  in  the  expressions  associated 
with  each  concept  and  in  their  definitions. 
Misspellings  and  phonetic  search  are  not 
implemented  yet.  It  is  evident  that  the  current 
implementation lacks the ontological framework that 
allows  for  more  sophisticated  and  rigorous  quality 
control.  This  is  essential  when  various  users  with 
different  skill  levels  in  ontology  development  are 
editing the ontology. Inclusion of a set of proper and 
well-defined  relations  expressed  in  a  formal  way 
should  yield   a  more  robust  and  more  consistent 
editing  of  the  ontology.  Violation  of  these  editing 

rules should lead to alerts to the user but should not 
be prohibited. It is at the moment unclear how much 
of  the  potential  inconsistency  problems  can  be 
avoided by this framework.

The alignment of different vocabularies also requires 
special attention. How can identical concepts defined 
in different vocabularies be aligned (mapped to the 
same concept)? It is yet unclear how we can support 
automatic detection of (almost) synonymous concepts 
(e.g.,  “water”  and  “H2O”  as  being  equivalent  but 
defined  in  different  vocabularies).  This  aspect  has 
been a topic of study for  already quite  some years 
and we will explore the possibilities that have been 
identified.

A  comprehensive  biomedical  ontology  that  can  be 
effectively  used  for  a  number  of  tasks 
(bioinformatics,  clinical  medicine)  will  contain  at 
least 2 million biomedical concepts. This is a rough 
estimate  based  on  combining  the  current  available 
thesauri,  taken  into  account  the  overlap  and  the 
amount of non-medical concepts together with those 
parts  that  are  still  missing.  Currently  the  National 
Library  of  Medicine,  the  Swiss  Institute  for 
BioInformatics, and the Gene Ontology Consortium 
have, apart from providing their sources,  expressed 
their  interest  in  this  effort.  An  online  maintained 
ontology will provide mechanisms to improve their 
authoritative sources as well. 

In  order  to  be  able  to  include  other  ontologies/ 
thesauri as well the development of a method that can 
both  read  and  write  ontologies  expressed  in  a 
standard syntax (OBO, OWL) has to be developed. 
This would make it possible to easily include a wide 
range of ontologies that are currently available in this 
format.  Furthermore,  the  export  allows  the  source 
authorities to download the latest edits for inclusion 
in  their  local  version  of  the  source.  The  current 
implementation  of  the  system  shows  that  it  is 
technically  feasible  to  have  all  these  thesauri 
combined in one WiktionaryZ environment. What the 
impact - both with respect to quality and performance 
- of a large scientific community will be on such an 
online ontology remains a topic of research and will 
be part of future evaluation studies.
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Abstract

Statements about the behavior of biological enti-

ties, e.g. about the interaction between two pro-

teins, abound in the literature on molecular biology

and are increasingly becoming the targets of infor-

mation extraction and text mining techniques. We

show that an accurate analysis of the semantics of

such statements reveals a number of ambiguities

that is necessary to take into account in the prac-

tice of biomedical ontology engineering. Several

concurring formalizations are proposed. Emphasis

is laid on the discussion of biological dispositions.

Introduction

The study of so-called protein-protein interactions
is essential for a better understanding of biological
processes, from replication and expression of genes
to the morphogenesis of organisms. Statements
such as “Lmo-2 interacts with Elf-2” – with Lmo-

2 and Elf-2 being proteins – occur in biomedical
literature abstracts with a very high frequency and
represent, in many cases, the core message of a
scientific paper.

There are several kinds of biomolecular interac-
tions, e.g. binding, inhibition, activation, and
transport. They all involve (1) at least two bio-
molecules and (2) the spatial vicinity of these,
which leads to (3) a causal influence that they ex-
ert on each other.

Text mining, i.e the process of extracting struc-
tured knowledge from unstructured text, primar-
ily targets statements such as these, and there is
a major interest by the text mining community in
obtaining ontological support for their information
and knowledge extraction activities. This is one
of the reasons why so-called bio-ontologies have
emerged, and the use of formal ontological criteria

has been repeatedly advocated in order to facili-
tate the process of automatic processing of domain
information.

Much work in this area has already been done in
the form of ontological investigations on mater-
ial continuants, such as organs, cells, molecules
[1, 2, 3]. However, there has been much less
emphasis on biologically relevant functions and
processes. Furthermore, biomedical ontology en-
gineering has been mainly committed to traditions
of semantic networks, lexical semantics, and cogni-
tive science. Thus rather than being construed as
describing real world entities by means of logical
expressions, ontology has been understood as re-
lating concepts (i.e. representations of word mean-
ings) by means of conceptual relations. On this
assumption, “Lmo-2 interacts with Elf-2” would
simply signify that there is some plausible link-
age between the concepts (conceived of as men-
tal representations) “Interaction”, “Lmo-2”, and
“Elf-2”. As much as this approach might be ad-
equate for communicating knowledge about the
world by means of natural language or some kind
of abstraction (e.g. semantic networks), it fails
where exact statements and reasoning about bi-
ological entities such as molecules, functions, or
pathways are required.

Interestingly enough, scientists and other human
agents are perfectly able to communicate by means
of such sentences, although there is only a vague
consensus about the referents (the entities in the
world) which are denoted by these linguistic ex-
pressions. Because of the ambiguities of natural
language, a natural language statement like “Lmo-

2 interacts with Elf-2” may have more than one
possible interpretation and thus more than one
formalization in, say, first order predicate logic. In
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formally representing the meaning of such state-
ments, we have thus to make explicit the onto-
logical assumptions intended by the speakers or
authors of that sentence.
In this paper we will demonstrate that even the
formalization of an apparently simple but proto-
typical statement about protein interaction like
“Lmo-2 interacts with Elf-2” can yield totally dif-
ferent ontological assumptions.

Basic Ontological Assumptions

It is widely recognized that the construction of bio-
medical ontologies should obey strict logical and
ontological criteria. To this end, several top-level
ontologies have been devised, such as DOLCE [4],
BFO [5], and GOL [6]. These ontologies mainly
coincide in their fundamental division between
continuants (endurants, e.g. material objects) and
occurrents (perdurants, e.g. events, processes).
The distinction is that occurrents have temporal
parts (they are never fully present at a given time)
and they are existentially dependent on continu-
ants. Continuants are split into independent and
dependent ones. Examples of independent contin-
uants are material objects and spaces. Dependent
continuants, on the other hand, are entities which
inhere in something and are thus ontologically de-
pendent on their bearer. Examples of dependent
continuants are masses, colors, and tendencies: A
particular mass may inhere in a particular mole-
cule, a particular color may inhere in a particular
flower. The tendency to divide may inhere in a cell
and the tendency to relieve headache may inhere
in an aspirin tablet. Tendencies are related to oc-
currents by the relation of realization. They are
special kinds of dependent entities, in that they
need not be realized in order to exist. There are
cells which never divide, and aspirin tablets that
never relieve a headache.
Our ontological framework for describing molec-
ular interaction patterns includes entities of all
these kinds. For instance, a protein molecule,
which is a material continuant, has a disposition
to perform a certain function, e.g. binding, which
is a dependent continuant, and an actual realiza-
tion of this disposition, viz. the process of binding
a protein molecule, which is an occurrent.
Aware of the need to comply with existing stan-

dards for ontologies, especially in the light of the
Semantic Web and the various specifications of De-
scription Logic (DL) [7], we keep our logic simple.
So we refrain from higher-order logics, as well as
temporal or modal logics. We also use a parsimo-
nious set of relations, following the OBO (Open
Biological Ontologies) recommendation [8]. As a
primitive formal relation we introduce the irreflex-
ive, non-transitive and asymmetric instantiation
relation inst which relates particular entities to
their universal properties. In addition, we need
a formal relation for class subsumption between
universals, expressing scientific findings about re-
lations between the kinds of things that are in the
world. As scientific laws are meant to range not
only over all present instances of a given kind,
but also over all past and future instances and,
moreover, also over merely possible instances [9],
such a relation is not easily defined. We will here
follow the OBO standard and introduce, to this
end, the taxonomic subsumption relation Is-a by
means of the inst1 relation [8]. We will neglect
the time parameter, which is not important for
present purposes. On this basis, we define Is-a as
a reflexive, transitive, and antisymmetric relation
between universals A and B, as follows:

Is-a(A, B) =def (1)

∀x : (inst(x, A) → inst(x, B))

Furthermore, we make the following ontological
subdivision: When we deal with things of a certain
kind, we have to distinguish between individuals

belonging to this kind and collectives of individ-
uals that belong to the same kind [1]. This very
natural ontological distinction, which is mirrored
by the singular / plural division in most natural
languages, must be addressed wherever collectives
or pluralities of individual objects occur. However,
this distinction is often obscured when referring
to mass entities (e.g. water vs. water molecules).
Given the atomicity of material continuants, we
do not admit material mass entities in our present
framework, but consider them as collectives of par-
ticles instead.

1We use capitalized initial letters for the names of
relations between universals as well as for the names
of universals.
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A collective is given, e.g., by all Lmo-2 molecules
involved in an experiment, as opposed to exactly
one individual Lmo-2 molecule. In the follow-
ing, we will use the subscript ”coll” to refer to
collectives. Thus, for each universal X we prici-
pally admit the existence of a corresponding col-
lective XCOLL, the class of collections of instances
of X . For instance, “ProteinMoleculeCOLL” de-
notes the class of collectives of protein molecules
as well as “Lmo-2COLL” the class of collectives
of Lmo-2 molecules. We also admit collectives of
occurrents, such as InteractionCOLL.

Concurrent interpretations I:

Event Readings

Let us come back to our example: “Lmo-2 inter-
acts with Elf-2”. Such statements are generally
formulated by researchers who collect scientific ev-
idence by empirical observations. These observa-
tions are commonly made in an indirect way, since
the objects under scrutiny are below the threshold
of visibility. For this reason measurement proce-
dures of varying degrees of sophistication are ap-
plied, the results of which can be used to draw con-
clusions about the significance of an experiment.
These conclusions may vary in their degrees of cer-
tainty. This certainty is affected by measurement
errors as well as by errors in the design of the ex-
periment which then may lead to false conclusions.
If a statement like “Lmo-2 interacts with Elf-2”
is being uttered in a laboratory or written in a sci-
entific paper or textbook, the minimal thing that
can be inferred is that there are molecules of type
Lmo-2 and Elf-2. By way of contrast, this in-
ference is not possible if such a sentence appears
in a science fiction novel. As we are interested
here in the scientific context only, we assume in
what follows that there are universals Lmo-2 and
Elf-2 that are kinds of protein molecules. These
types of protein molecules do, of course, belong to
the genus of protein molecules, which in turn are
molecules, which are a kind of continuants. If one
has an Aristotelian theory of universals, universals
only exist if they are instantiated; that is, the ex-
istence of the universals Lmo-2 and Elf-2 implies
that there are individual molecules that instanti-
ate these universals. (Whoever has a different the-
ory of universals may have to add this as a further

assumption.) All the possible readings of “Lmo-2

interacts with Elf-2” to be discussed in the re-
mainder of this paper have thus the following as a
common ground:

Is-a(Lmo-2, P roteinMolecule)∧ (2)

Is-a(Elf -2, P roteinMolecule)∧

Is-a(ProteinMolecule, Molecule)∧

Is-a(Molecule, Continuant)∧

∃l, e : inst(l, Lmo-2) ∧ inst(e, Elf -2)

Despite this common ground, the sentence remains
highly ambiguous even within a scientific context.
First we will discuss interpretations of “Lmo-2 in-
teracts with Elf-2” that interpret it as a report of
events. Here are some possible interpretations of
the sample statement that belong to this group:

1. One individual Lmo-2 molecule interacts with
one individual Elf-2 molecule.

2. A collection of Lmo-2 molecules interacts with
one individual Elf-2 molecule.

3. One individual Lmo-2 molecule interacts with
a collection of Elf-2 molecules.

4. A collection of Lmo-2 molecules interacts with
a collection of Elf-2 molecules.

Our sample statement appears to describe the fact
that exactly one such interaction happened. Alter-
natively, it can describe the fact that a multitude
of such interactions (as described in 1-4) happens,
which would be the normal thing in many bio-
chemical contexts. This adds up to eight different
interpretations. But any of these interpretations
is still ambiguous in a very important respect.
With each of these interpretations, the speaker
may mean either that such interaction(s) did ac-
tually happen, or the speaker may mean that the
molecules in question have the disposition or the
tendency to interact in such a way. This gives
way to even more possible interpretations. Thus,
“Lmo-2 interacts with Elf-2” turns out to be a
highly ambiguous sentence. We will now discuss
the different possible interpretations of this sen-
tence in turn and suggest methods for representing
them formally.
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Occurrents involving individual
continuants

On the first interpretation, “Lmo-2 interacts with
Elf-2” describes the fact that an individual Lmo-2

molecule interacts with an individual Elf-2 mole-
cule. A standard way to render such a situation
formally would be the use of the existence quanti-
fier of first order predicate logic:

∃l, e : inst(l, Lmo-2)∧ (3)

inst(e, Elf -2) ∧ interacts(l, e)

This formalization ensures that there is at least

one individual Lmo-2 molecule which interacts
with at least one individual Elf-2 molecule at at

least one instant. This interpretation can now be
modified in various ways. We could, e.g., add ex-
clusivity postulates like in (4) that ensure that ex-

actly one individual molecule of each kind are in-
teracting with each other. Though such a solitary
event might be rarely observed in experiments,
there may be contexts where this is the intended
meaning:

∃l, e : inst(l, Lmo-2) ∧ inst(e, Elf -2)∧ (4)

interacts(l, e) ∧

∀l∗, e∗ : (inst(l∗, Lmo-2) ∧ inst(e∗, Elf -2) ∧

interacts(l∗, e∗)) → (l∗ = l ∧ e∗ = e)

Normally, however, this formalization will be
much too strong an interpretation of our sample
statement. For any statement of this form will be
false, if at any other time another Lmo-2 molecule
interacts with an Elf-2 molecule – or if at the very
same time another Lmo-2 molecule interacts with
an Elf-2 molecule at any other place. Therefore,
we do not consider it as a useful interpretation of
our sample sentence. We will, however, refer back
to this formula and the exclusivity clauses used in
it in the following discussion.
In Formulae 3 and 4 we have expressed the interac-
tion event by means of a binary relation interacts

between individual continuants. This relation on
the level of instances is irreflexive (nothing ever in-
teracts with itself), symmetric, and non-transitive.
The OBO (Open Biological Ontologies) relation
ontologies, however, recommends to restrict our-
selves to a parsimonious array of basic relations.

Therefore, we will eliminate the interacts relation,
using the technique introduced by Davidson [10] to
quantify over events. This means that we repre-
sent the interaction process as an occurrent entity
in its own right rather than by the relation inter-

acts as in Formulae 3 or 4. This move is made
possible through our admission of occurrent en-
tities, and it corresponds to common practice in
biomedical ontologies. The relation between the
particular process and the participating particu-
lar continuants is then given by the relation has-

participant [8]. The has-participant relation is a
relation between a particular occurrent and a par-
ticular continuant, in this order. It is irreflexive,
asymmetric, and non-transitive. For nothing par-
ticipates in a continuant and no occurrent partici-
pates in anything. Again, we dispense with a time
index for sake of simplicity. Within a fully-fledged
implementation, a time index should be included,
as an occurrent may have different participants at
different stages.

∃l, e, i : inst(l, Lmo-2) ∧ inst(e, Elf -2)∧ (5)

inst(i, Interaction) ∧

has-participant(i, l) ∧ has-participant(i, e)

This formalization makes it easier to represent oc-
currents with more than two participants, as with
the representation in Formula 3, where we would
have to deal with n-ary relations for n partici-
pants. According to this formal representation,
“Lmo-2 interacts with Elf-2” is to be understood
as stating that there is at least one interaction
process, in which at least one protein molecule of
the given kinds is involved. It does not exclude
that other molecules are involved in this very in-
teraction process. If we want to secure that Lmo-2

and Elf-2 are the only participants of the mole-
cular interaction, we have to employ exclusivity
conditions similar to 4:

∃l, e, i : inst(l, Lmo-2) ∧ inst(e, Elf -2)∧ (6)

inst(i, Interaction) ∧

has-participant(i, l) ∧ has-participant(i, e) ∧

∀x : (has-participant(i, x) →

inst(x, Lmo-2) ∨ inst(x, Elf -2))

If we want to keep the requirement of pairwise
interaction, if have to add uniqueness conditions
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in the fashion of Formula 4 for this purpose:

∃l, e, i : inst(l, Lmo-2) ∧ inst(e, Elf -2)∧ (7)

inst(i, Interaction) ∧

has-participant(i, l) ∧ has-participant(i, e) ∧

∀x : (has-participant(i, x) →

inst(x, Lmo-2) ∨ inst(x, Elf -2)) ∧

∀l∗, e∗ : (inst(l∗, Lmo-2) ∧ inst(e∗, Elf -2) ∧

has-participant(i, l∗) ∧ has-participant(i, e∗))

→ (e∗ = e ∧ l∗ = l))

In contrast to Formula 4, such a formalization that
quantifies over events is still much more realistic,
because its truth is compatible with more than one
interaction process of the same kind happening at
the same time or at other times.

Occurrents involving collectives of
continuants

As mentioned above, it is important to distinguish
between individuals of a kind and collectives of
individuals of that kind. Rector and Bittner [1]
have accounted for this by introducing the formal
relation has-grain which relates a collective c to
each of its constituents e. In [3] this account has
been further developed by introducing a collective
universal X COLL whose instances are constituted
by two or more constituents which are instances
of X :

∀c : inst(c, XCOLL) → ∃e1, e2, ..., en, n > 1 : (8)
n∧

ν=1

inst(eν , X) ∧ has-grain(c, eν)

Note that has-grain is a subrelation of has-part.
As a consequence, we identify a collection as a
mereological sum of its constituents (regardless of
their spatiotemporal arrangement), and not as a
mathematical set. The reason for rejecting the set
approach is two-fold. Firstly, because mathemat-
ical sets are extensional and therefore not robust
with regard to the gain and loss of constituents.
Secondly, because collectives should be of the same
ontological category as their constituents: A col-
lective of material objects should be a material ob-
ject, and a collective of events should be an event.
Sets, however, are abstract objects that do neither

exist in space nor in time. We do not use the has-

part relation, because participants in interactions
may have parts that do not themselves participate
in the interaction. A Lmo-2 molecule, e.g., may
participate in an interaction without every of its
electrons being a participant in this interaction.
Whereas has-part is transitive, has-grain is not. It
is a irreflexive, asymmetric, and intransitive rela-
tion that holds between particular collectives and
individuals.

We therefore modify our formalism substituting
individuals by collectives:

∃l, e, i : inst(l, Lmo-2COLL)∧ (9)

inst(e, Elf -2COLL) ∧ inst(i, Interaction) ∧

has-participant(i, l) ∧ has-participant(i, e)

Collectives of occurrents

Formalism 7 and 9 use the same occurrent type In-

teraction for different scenarios: In the first case, a
particular interaction has individual protein mole-
cules as participants, in the second case collectives
of molecules. This ambiguity may be acceptable
when we talk about such a generic process as in-
teraction. It would not be tolerable in the case of a
more specific one, such as binding. A binding can
only happen between two individual molecules,
not between two collectives of molecules. Thus, if
we encounter a plurality of bindings within a plu-
rality of molecules, it would not be admissible to
describe this as a binding between two collectives
of molecules but rather a collective of bindings be-
tween pairs instances of the kinds of molecules in
question2. Thus we have to deal with a collective
of processes rather than with collectives of contin-
uants.

In order to represent such a situation, let us
first introduce the collective interaction univer-
sal I COLL which is constituted by individual con-
stituents which are instances of I, analogously to
Formula 8. Then we have to determine how each
of the grain interactions look like. If they are pair-
wise interactions between an Lmo-2 molecule and
an Elf-2 molecule, each of these interactions fits

2A counterexample is the interaction between
solutes and solvents in a solution which necessarily
involves colletives of both solvents and solutes.
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Formula 7. Combining Formulae 7 and 8, we get:

∃p, i1, i2, ...in, n > 1 : (10)
n∧

ν=1

(inst(iν, I) ∧ has-grain(p, iν) ∧

∃lν , eν : inst(lν , Lmo-2) ∧ inst(eν , Elf -2) ∧

has-participant(iν , lν) ∧

has-participant(iν , eν) ∧

∀x : (has-participant(iν, x) →

inst(x, Lmo-2) ∨ inst(x, Elf -2)) ∧

∀l∗ν , e∗ν : ((inst(l∗ν , Lmo-2) ∧

inst(e∗ν , Elf -2) ∧ has-participant(iν, l∗ν) ∧

has-participant(iν , e∗ν)) → (e∗ν = eν ∧ l∗ν = lν)))

Concurrent Interpretations II:

Dispositional Readings

The above interpretations stated the existence of
one or more interaction events. However, messages
of the style “Lmo-2 interacts with Elf-2” very of-
ten do not focus on the accidental occurrence of
an event but are rather meant to express some
inherent property of the objects under investiga-
tion. On the one hand it is likely that a biologist
would mean “An interaction between Lmo-2 and
Elf-2 happened” while describing the outcome of
a specific experiment. On the other hand a biol-
ogy textbook would rather want to communicate
something like “Lmo-2 molecules have the disposi-
tion or tendency to interact with Elf-2 molecules”.
This ambiguity, of course, matches Aristotle‘s fa-
mous distinction between act and potency, and
Aristotle himself observed that “potency” is in it-
self an ambiguous term [11]. Thus the ambigu-
ity of our sample statement increases even more,
because the dispositional reading of our sample
sentence is ambiguous in itself. Obviously, such
a reading of “Lmo-2 interacts with Elf-2” is in-
tended to ascribe some causal or statistical prop-
erty, a disposition or tendency. But even if this
is the common ground of the dispositional read-
ing, three questions remain open and have to be
answered:

1. Which event is it exactly that the property in
question is meant to cause?

2. What is thought to be the bearer of this prop-
erty?

3. Which kind of property is in fact intended to be
ascribed?

The first question can be answered by pointing to
one of the many event readings we discussed (and
formalized) thus far. Our answer to the second
question will at least in part depend on our re-
sponse to question 1. Are all instances of a given
universal bearers of the disposition in question?
Or only some of the instances? Are the individual
molecules the bearers of the disposition, or rather
collectives of such molecules? The third question,
however, leads us in to the middle of the lively
debate going on in philosophy on the ontology of
disposition [12, 13, 14]. The dispositional proper-
ties most often discussed in the literature are so-
called surefire dispositions: dispositions to react
invariably in a certain way under specific circum-
stances. They are one candidate for an answer to
question 3. From the point of view of knowledge
representation, however, there are some problems
connected with surefire dispositions. First, things
may react differently in different circumstances.
Thus to say that Lmo-2 molecules have the dispo-
sition to interact with Elf-2 molecules still leaves
it open under which circumstances such an inter-
action will occur. We could account for this by
explicitly mentioning the conditions of realization
for each disposition. We may, of course, not know

all these conditions, but this is an epistemic prob-
lem only. A more significant problem is that there
may be infinitely many causally relevant condi-
tions that have to be taken into account, and such
an infinite list would be impossible for principled
reason. We could try to circumvent this problem
by adding (implicitly or explicitly) quantification
phrases like “In all circumstances” or “In some
circumstances”. The all -phrase, however, will not
do. For if a certain disposition would be realized
under all circumstances, it will never be unreal-
ized. Such cases may exist, but normally a dis-
position will only be realized under certain cir-
cumstances and not realized under others. When
we use the some-phrase, on the other hand, many
statements about dispositions for molecule inter-
actions will become trivial, since nearly any mole-
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cule may interact with any other molecule in some
peculiar way under certain (possibly very extreme)
conditions. A usual way to deal with this prob-
lem is to introduce a set of standard or normal
conditions [15]. In biology, this could mean that
the “disposition to interact with Elf-2 molecules”
is only ascribed to Lmo-2 if the interaction com-
monly occurs under biological conditions, such as
physiological pH and temperature intervals. But
the problem is not solved by referring to normal
conditions. For, first, the problem that infinitely
many conditions cannot be described in necessar-
ily finite lists recurs with normal conditions. And,
second, biomedical knowledge may also include
the behavior of molecules in non-normal or even
extreme circumstances, like low or high temper-
atures, exposure to intensive sunlight or atomic
radiations. One option at this point would be
to choose a different answer to question 3. In-
stead of ascribing surefire dispositions we could as-
cribe probabilistic dispositions, i.e. dispositions to
do something (under certain circumstances) with
a certain probability [16]. Such causal proper-
ties are also sometimes called “tendencies” [17]
or “propensities” [18]. While with surefire dis-
positions a certain event will happen invariably
in given circumstances, the event in question will
only happen with a certain probability when a ten-
dency is ascribed. It will, of course, be crucial to
know with which probability the event will hap-
pen. Following standard procedures in mathemat-
ical probability theory, we can represent the quan-
tities of the probabilities in question by real num-
bers between 0 and 1 satisfying the Kolmogorov
axioms. In biomedical experiments, the observed
result is often such a probability. Tendencies are
thus of vital importance for the representation
of biomedical knowledge [17]. There can, how-
ever, be several ontological groundings for such a
probability. Suppose that we observed a hundred
instances of a given universal U in situations in
which all conditions necessary for the realization
R of a certain disposition were present, but that in
only fifty cases R happened, i.e. in only 50 % of all
cases the disposition realized itself. There are sev-
eral ontological scenarios that would explain this
result. Here are two of them:

• (A) Every instance of U has a tendency to R

with a probability of 0.5.

• (B) Every second instance of U has a surefire
disposition to R; the other instances of U do
not have any disposition to R.

Both of these scenarios would explain the assumed
observations. Which of these scenarios we choose
for our account of the observation will depend on
other observations and causal assumptions. If we,
e.g. knew that nearly always the same instances
of U display R and nearly always the same in-
stances of U do not display R, this would prima

facie count as a reason to embrace (B). If, on the
other hand, we know that the same instances of U

sometimes do display R and sometimes do not dis-
play R, this would prima facie count as a reason
to embrace (A). For such reasoning, however, we
need background assumptions about the stability
of the causal properties in question: how they can
be stable over time, how (if at all) they can be ac-
quired and how (if at all) they can get lost. Last
but not least, (B) can indicate that the instances
of the universal U differ in certain features, which
are crucial to the ability to display R. An impor-
tant example of this is the observation of modified
proteins produced by mutated genes opposed to
the observation of normal (wild-type) proteins.
Considering all this, there is quite a long and com-
plex list of enitities that we implicitly refer to when
ascribing a disposition or tendency to a molecule:

• (independent) continuants (i.e. the bearer of the
disposition),

• dependent continuants or occurrents (i.e. the
realization),

• quantities (of probabilities), and

• state of affairs (of realization conditions).

Conclusion

Our deliberations shed light on the need for a more
principled account of dispositions and processes in
biomedical ontologies. Machine supported infor-
mation extraction and knowledge acquisition tech-
niques from scientific texts have become a corner-
stone in molecular biology and genomics due to
the increasing scientific productivity in this field.
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The necessity of logic based ontologies for this pur-
pose has been controversially discussed [19]. If we
subscribe to a formally principled account as a ba-
sis for the semantic representation of the content
of scientific texts then we have to take into ac-
count that the most common type of statements
that are of interest in texts describing biochemical
regularities do not have a clear and unambiguous
meaning. Assertions of the type “A interacts with
B” are generally more than accounts of a single
event. Rather they refer to a plurality of events
of the same kind, or an event involving pluralities
(collectives) of participants. A universal interpre-
tation such as “For each instance of A there is an
interaction with some B” can easily be discarded.
The need for universal quantifications can be sat-
isfied by introducing dispositions: “Every A has
the disposition to interact with some B.” How-
ever, not every occurrence of the participation of
some continuant in some process is proof of the
existence of a related disposition.

Since interaction is a very general term, it is dif-
ficult to express a clear preference in favor of any
of the proposed approaches without analyzing the
nature of interaction on a molecular level, as well
as the study of the “normal” behavior of biomole-
cules. The question when to ascribe a disposition
or tendency – and which one – can not be discussed
here (but cf. [16] on this).

We demonstrated that sentences like ”A interacts
with B” exhibit indeed a wide range of ambigu-
ity. We offered several possible analyses to for-
mally represent the different meanings of sentences
of this type. Now, which one should we choose?
One strategy would be to say: Which strategy
you choose depends on the intended meaning of
the particular occurrence of the sentence you deal
with. For text mining purposes, however, that
have to digest large amounts of texts in short pe-
riods of time and with as much automatization as
possible, this strategy would be scarcely feasible.
To cope with this situation, several strategies are
conceivable. One strategy would be to choose the
highest common factor of all interpretation – that
what is included in all. Another strategy would
be to set as a standard interpretation that is most

likely the intended meaning. In order to determine
which interpretation is the best candidate, empir-

ical work on relevant text corpora may be helpful.
This, however, is already beyond the scope of the
present paper.
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sprädikate. In Wolfgang Lenzen, editor, Das

weite Spektrum der analytischen Philosophie.

Festschrift Franz von Kutschera, pages 89–
106. de Gruyter, Berlin/New York, 1997.

[16] Ludger Jansen. Attribuer des dispositions. In
Bruno Gnassounou and Max Kistler, editors,
Les dispositions en philosophie et en sciences,
pages 89–106. CNRS Editions, Paris, 2006.

[17] Ludger Jansen. The ontology of tendencies
and medical information sciences. In Ing-
var Johansson, Bertin Klein, and Thomas
Roth-Berghofer, editors, WSPI 2006: Contri-

butions to the Third International Workshop

on Philosophy and Informatics, volume 14
of IFOMIS Reports, pages 89–106. IFOMIS,
Saarbrücken, 2006.

[18] Karl. R. Popper. A World of Propensities.
Thoemmes, Bristol, 1990.

[19] Sophia Ananiadou and Jun’ichi Tsujii. The-
saurus or logical ontology, which one do we
need for text mining? Language Resources

and Evaluation, Springer Science and Busi-

ness Media B.V., 39(1):77–90, 2005.

45



 

46



The qualitative and time-dependent character of spatial relations
in biomedical ontologies

Thomas Bittner1,3,4 and Louis J. Goldberg2,3

1Departments of Philosophy and Department of Geography,
2Departments of Oral Biology and Oral Diagnostic Sciences, School of Dental Medicine,

3New York State Center of Excellence in Bioinformatics and Life Sciences
4National Center of Geographic Information and Analysis (NCGIA)

State University of New York at Buffalo
{bittner3,goldberg}@buffalo.edu

Abstract
The formal representation of mereological aspects
of canonical anatomy (parthood relations) is rela-
tively well understood. The formal representation
of other aspects of canonical anatomy like connect-
edness relations between anatomical parts, shape
and size of anatomical parts, the spatial arrange-
ment of anatomical parts within larger anatom-
ical structures are, however, much less well un-
derstood and only partial represented in compu-
tational anatomical ontologies. In this paper we
propose a methodology of how to incorporate this
kind of information into anatomical ontologies by
applying techniques of qualitative spatial represen-
tation and reasoning from Artificial Intelligence.
As a running example we use the human temporo-
mandibular joint (TMJ).

INTRODUCTION

Anatomical ontologies are formal representations
of facts about the major parts of anatomical struc-
tures, the qualitative shapes of those parts, and
qualitative relations between them [19, 13, 30].
The formal representation of mereological aspects
of canonical anatomy (parthood relations) is rela-
tively well understood [16, 31, 13], and has been
implemented in computational medical ontologies
like the FMA [23], GALEN [22], and SNOMED
[32]. On the other hand, the formal representation
of other aspects of canonical anatomy like connect-
edness relations between anatomical parts, shape
and size of anatomical parts, the spatial arrange-
ment of anatomical parts within larger anatomi-
cal structures are less well understood and only
partially represented in computational anatomical
ontologies. In this paper we propose a methodol-
ogy of how to incorporate this kind of information
into anatomical ontologies.
We stress here the importance of recognizing
the qualitative nature of all facts represented

in anatomical ontologies such as the FMA. It
is impossible to quantitatively describe aspects
of shape and spatial arrangement of canonical
anatomy. There is too much variation between
the actual shapes and metric arrangements of par-
ticular structures among particular human beings.
Moreover it is the very nature of many anatomical
structures to change in shape and spatial arrange-
ment over time: the heart beats, the jaw opens
and closes, etc.

Qualitative representations of canonical anatomy
take advantage of the fact that despite the vari-
ations and changes in size, shape, distance, and
spatial arrangement, at the gross anatomical level,
all normal instances of the same biological species
are qualitative copies of each other. In all canoni-
cal anatomical structures certain parts need to be
present. These parts need to have certain qualita-
tive shape features (convex parts, concave parts,
other landmark features, etc.), their size must be
within certain limits, and certain qualitative re-
lations need to hold between those parts: some
parts are connected to others, some part are dis-
connected from others, some parts (like articular
discs) need to be between other parts (like the
bones in synovial joints) etc.

In this paper we give an overview of the most im-
portant of those relations. We also demonstrate
how the changes in shape and arrangement can
be specified using qualitative spatial relations. In
addition, we claim that most pathological cases
can also be characterized and distinguished from
non-pathological cases in terms of qualitative re-
lations: there may be too many or too few parts,
parts that are supposed to be connected are dis-
connected, parts that are supposed to be between
other parts fail to be so, etc.

Qualitative representation of, and reasoning about
complex systems has a long tradition in Artificial
Intelligence [34, 5, 10]. Cohn and Hazarika [8]
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stress that the essence of qualitative representa-
tions is to find ways to represent continuous prop-
erties of the world by discrete systems of symbols.
As Forbus [14] points out, one can always quantize
something continuous, but not all quantizations
are equally useful because the distinctions made
by a quantization must be relevant for the kind of
reasoning performed. This is where formal ontol-
ogy comes into play [29]. It will be an important
aspect of this paper to show how to discretize con-
tinuous domains in such a way that ontologically
significant properties are preserved.
For example, to qualitatively model the behav-
ior of water at different temperatures the continu-
ous domain of temperature is discretized by intro-
ducing landmark values: temperature landmark 1
(TLM1) the temperature at which water changes
from its solid state to its liquid state and (TLM2)
the temperature where water changes from its liq-
uid state to being a gas. These landmark values
bound intervals: for example, (TI1) the interval
of temperatures at which water is solid, (TI2) the
interval of temperatures at which water is liquid,
and (TI3) the (half open) interval at which water
is a gas. In a qualitative model the behavior of wa-
ter at different temperatures is described only by
referring to the landmark values and the intervals
bounded by those values.
An important point is that the landmarks are not
chosen arbitrarily. The landmarks represent sig-
nificant changes in the domain at hand, while
within the intervals between landmarks no signif-
icant changes occur. Thus qualitative representa-
tions focus on ontologically salient features. For
many purposes this qualitative representation of
water at different temperatures will be sufficient.
For example, in order to transport bottled water
from one place to another the exact temperature of
the water is irrelevant as long as it does not freeze
or change to its gas state since in both cases the
bottled water will destroy their containers.

We propose the following methodology for
building qualitative representations of canonical
anatomical structures that preserve ontologically
significant distinctions:

1. Specify and classify the major canonical parts
of the structure at hand and establish canonical
mereotopological (parthood and connectedness)
relations between them;

2. Identify ordering relations between the ma-
jor parts anatomical structures to qualitatively

characterize the spatial arrangement of the
parts within the structures;

3. Refine ordering relations between parts by iden-
tifying anatomical landmarks and by using land-
marks as a frame of reference;

4. Specify qualitative distance relations between
landmarks to qualitatively characterize shape
and arrangement of the parts.

We will discuss each step below in sequence and
use the human temporomandibular joint (TMJ)
as a running example. We go into a detailed dis-
cussion of how existing techniques of qualitative
spatial representation and reasoning from Artifi-
cial intelligence can be used and extended to for-
mally and qualitatively represent the mereotopol-
ogy of anatomical structures, the shape and size of
anatomical parts, and the spatial arrangement of
anatomical parts within larger anatomical struc-
tures. The methods we present here we believe
will provide the foundations for the next genera-
tion of anatomical ontologies.

ANATOMICAL PARTS AND
MEREOTOPOLOGICAL

RELATIONS

Parthood relations

At the most basic level of the study of the canon-
ical structure of the TMJ we consider its anatom-
ical parts. Anatomical parts here means, maxi-
mally connected parts of non-negligible size (thus
cells and molecules are parts of anatomical struc-
tures but not anatomical parts). At this gross
anatomical granularity we will distinguish two
kinds of anatomical parts: material parts and cav-
ities. The material anatomical parts of the TMJ
at the gross anatomical level of granularity accord-
ing to [18] are depicted in Figure 1, which shows,
in a sagittal section through the middle of the
condyle, a TMJ in closed (a) and open (b) jaw
position: temporal bone (1), head of condyle (2),
articular disc (3), posterior attachment (4), lat-
eral pterygoid muscle (5). Immaterial anatomical
parts (cavities) are the superior and inferior syn-
ovial cavities, which are depicted as white spaces
above and below the articular disc and the poste-
rior attachment. Here we will focus on material
parts. For a discussion of immaterial anatomical
parts see [12, 26, 19].
A clear understanding of the number and kinds
of canonical parts of an anatomical structure is
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(b)

(1)

(2)

(3)

(4)

(5)

Figure 1: Drawings of (a) the major parts of a
TMJ in the jaw closed position and (b) the major
parts of the same TMJ in the jaw open position.

critical for identifying non-canonical (and poten-
tially pathological) parts such as tumors. More-
over, without a clear understanding of the number
of canonical parts it is not possible to recognize the
absence of certain parts. In the remainder of this
paper we refer to individual anatomical structures
and their material anatomical parts as objects.
Parthood is a ternary relation (a relation with
three arguments) that holds between two objects
x and y and a time instant t. Parthood is a time-
dependent relation since anatomic structures can
have different parts at different times. For exam-
ple, in the course of their transition from children
to adults, it is normal for people to have differ-
ent teeth at different times. See, for example, [27]
for axiomatic formalizations time-dependent part-
hood.
In terms of parthood we define the relations of
proper parthood and overlap. Object x is a proper
part of object y at t if and only if x is a part of y
at t and y is not part of x at t. For example, at
time t the head of Joe’s condyle is a proper part
of his condyle. Object x overlaps object y at time
t if and only if there is an object z such that z is
part of x at t and z is part of y at t. If x is a
(proper) part of y at t then x and y overlap at t.
Thus, at time t Joe’s condyle and the head of his
condyle overlap.

Connectedness relations

The ternary relation of connectedness holds be-
tween two objects x and y at a time instant t.
Intuitively, x is connected to y at t if and only
if x and y overlap at t or x and y are in direct
external contact at t. Two regions are connected
at t if and only if they share at least a bound-
ary point at t (they may share interior points at
t). For a discussion of the wide range of possible
formalizations see [33].
Objects x and y are externally connected at time t
if and only if x and y are in direct external contact

at t but x and y do not overlap at t. Externally
connected regions share boundary points but no
interior points. Objects x and y are disconnected
at time t if and only if x and y are not connected
at t.
We introduce connectedness as a time-dependent
relation since anatomic structures can be con-
nected to different (parts of) structures at differ-
ent times. As depicted in Figure 1(a), at time t1
the articular disc is (externally) connected to the
fossa (a fiat part1 of the temporal bone). At time
t2, as depicted in Figure 1(b) the articular disc is
connected to the articular eminence (another fiat
part of the temporal bone).
The following topological relations hold between
the five major parts of the TMJ depicted in Fig-
ures 1(a) and (b): the temporal bone (1) is ex-
ternally connected to the posterior attachment
(4) and to the lateral pterygoid muscle (5). The
condyle (2) is externally connected to the poste-
rior attachment (4) and to the lateral pterygoid
muscle (5). The articular disc (3) is externally
connected to the posterior attachment (4) and the
lateral pterygoid muscle (5).

Permanent parthood and
connectedness
Consider the relation of external connectedness
between the articular disc and the temporal bone.
Clearly, at every time t the articular disc is exter-
nally connected (in external contact) to some part
of the temporal bone. However at different times
the articular disc is externally connected (in ex-
ternal contact) to different parts of the temporal
bone. In Figure 1 (a) the articular disc is exter-
nally connected (in external contact) to the fossa,
while in Figure 1 (b) the articular disc is exter-
nallhy connected (in external contact) to the ar-
ticular eminence (another fiat part of the temporal
bone).
It is important to make explicit that the connect-
edness relation between the articular disc and the
temporal bone is different from the connectedness
relation between the articular disc the posterior
attachment and the lateral pterygoid muscle: at
all times at which the articular disc is connected
to the posterior attachment it is connected to the
same part of the posterior attachment and simi-
larly for the lateral pterygoid muscle. The rela-
tion between articular disc and posterior attach-
ment is a relation of constant or permanent con-

1A fiat part is a part which boundaries are (partly)
the result of human demarcation and do not corre-
spond to discontinuities in reality [28].
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nection (articular disc and posterior attachment
are ‘glued’ together by direct connective tissue at-
tachments). On the other hand the relationship
between articular disc and temporal bone is such
that both are externally connected (in external
contact) but the articular disc has the freedom to
slide along the surface of the bone.2

(a)

(1)

(2)

(3)
(4)

(5)

(1)

(2)

(3)

(4)
(5)

(b)

Figure 2: (a) Graph structure which represents
the relations of external connectedness between
the major parts of the TMJ, (b) TMJ with ar-
ticular disc not positioned between condyle and
temporal bone.

We define the following constant mereotopological
relations: Object x is a constant part of object y
if and only if whenever y exists, x is a part of y.
Object x is a constant proper part of object y if
and only if whenever y exists, x is a proper part of
y. Object x is a constantly connected to object y
if and only if whenever y exists, x is connected to
y. Object x is a constantly externally connected
to object y if and only if whenever y exists, x is
externally connected to y. Object x is a constantly
disconnected from object y if and only if whenever
y exists, x is disconnected to y.
Consider Figure 2 (a). Every part of the TMJs
in Figure 1 (a) and (b) is topologically equivalent
to a filled circle which is indicated by the corre-
sponding labels of the dots in Figure 2. Moreover,
the nodes (the labeled circles) in the graph repre-
sent constant proper parts of the TMJ: at all times
at which the TMJ as a whole exists, the condyle
(2) is a proper part of it. Similarly the temporal

2Strictly speaking, this ability to slide is due to
the fact that the articular disc is separated from the
temporal bone by a film of fluid which fills the su-
perior synovial cavity. As stated previously, for the
purpose of this paper we will not consider cavities or
holes, and so will consider that the articular disc is
effectively free to slide to various positions along the
surface of the temporal bone. Notice, however, that
we could introduce a relation of adjacency. We would
then have to distinguish between constant adjacency
and temporary adjacency in the same way we distin-
guish constant external connectedness and temporary
external connectedness.

bone (1), the articular disc (3), the posterior at-
tachment (4), and the lateral pterygoid muscle (5)
are constant proper parts of the TMJ.
The solid edges in the graph in Figure 2(a) rep-
resent constant connectedness relations between
parts of the TMJs depicted in Figure 1 (a) and (b):
at all times at which the TMJ as a whole exists the
condyle (2) is (externally) connected to the pos-
terior attachment (4) and to the lateral pterygoid
muscle (5). By contrast, a (with respect to time)
different connectedness relation bolds between ar-
ticular disc (3) and the temporal bone (1) and the
articular disc and the head of the condyle (2): the
disc is externally connected to different parts of
the temporal bone and the head of the condyle at
different times. In the graph in Figure 2(a) this is
represented by dotted edges between the respec-
tive nodes.

ORDERING RELATIONS
BETWEEN EXTENDED

OBJECTS
Mereotopology alone is not powerful enough to
sufficiently characterize the important properties
of TMJs. Consider the graph in Figure 2(a),
which is a graph-theoretical representation of the
mereotopological properties of the TMJs depicted
in Figures 1(a), 1(b), and 2(b). The fact that the
TMJs depicted in the three figures have the same
graph-theoretic representation shows that in terms
of mereotopological properties we cannot distin-
guish the TMJs in Figures 1(a), 1(b), and 2(b).
Obviously it is critical to distinguish the TMJ in
Figure 2(b) from the TMJs in Figures 1(a) and
1(b). It is the purpose of the articular disc in
a TMJ to be between the condyle and temporal
bone at all times. If we take the ordering relation
of betweenness into account then the TMJs in Fig-
ures 1(a) and 1(b) can be distinguished from the
clearly pathological TMJ in Figure 2(b) where the
posterior attachment is between the condyle and
the temporal bone and not the articular disc.
Ordering relations like betweenness describe the
location of disjoint objects relatively to one other.
Besides betweenness, ordering relations include:
left-of, right-of, in-front-of, above, below, behind,
etc. The science of anatomy has developed a whole
set of ordering relation terms to describe the ar-
rangement of anatomical parts in the human body:
superior, inferior, anterior, posterior, lateral, me-
dial, dorsal, ventral, rostral, proximal, distal, etc.
The FMA, for example, has an ‘orientation net-
work’ in which these kinds of relations are repre-
sented [23].
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Unfortunately, ordering relations between spa-
tially extended objects are difficult to formalize.
As [11] points out in her treatment of relation of
betweenness: ‘The problem with trying to char-
acterize the betweeness relation on extended ob-
jects is that we typically use the betweeness re-
lation only on objects that have fairly uniform
shapes and are nearly the same size. It is unclear
whether or not the betweeness relation should hold
in certain cases involving irregularly shaped ob-
jects and differently sized objects.’ Similar prob-
lems face attempts to formalize qualitative direc-
tion relations between spatially extended objects,
e.g., [20]. Similarly it is very difficult to qualita-
tively describe distances between extended objects
particularly if they are of different size and shape,
e.g., [36, 35].

LANDMARKS

To avoid problems that occur when describing or-
dering relations between extended objects we will
choose a different approach: we will characterize
shape, extent, and spatial arrangement of anatom-
ical structures and their anatomical parts using
(point-like) anatomical landmarks [6] and qualita-
tive ordering relations between the landmarks.

Landmarks of anatomical structures
Intuitively, anatomical landmarks are special
salient points on the surface of anatomical struc-
tures or their anatomical parts [6]. Consider the
temporal bone in Figure 3. Salient points on the
inferior surface of the temporal bone are local min-
ima (LM3, LM7), local maxima (LM1, LM5) as
well as points at which changes from convexity to
concavity occur (LM2, LM4, LM6).

LM2

LM3

LM5

LM1

LM7

LM4 LM6

R 

A

Figure 3: Landmarks on Joe’s temporal bone.

However not all salient points on the surface of a
given anatomical structure are landmarks. Salient

points are landmarks of anatomical structures of
a given kind if and only if:

1. They exist as parts of every anatomical struc-
ture of that kind;

2. They are critical for the normal function of all
anatomical structures of that kind.

Thus the salient points LM1-LM6 in Figure 3 are
anatomical landmarks of temporal bones of nor-
mal human TMJs, since (a) they exist as parts of
every temporal bones of a normal human TMJ and
(b) they are important for the function of a human
TMJ as a whole. Consequently, independently of
the normal variations between the actual shape
of temporal bones in different human beings, all
normal temporal bones will have the landmarks
LM1-LM7 as depicted in Figure 3.

Qualitative distances between
landmarks
Although normal temporal bones in human TMJs
will have the landmarks LM1-LM7, the particular
metric properties like the actual height of the max-
imum, the actual depth of the minimum, as well
as their actual distance, will vary from individual
to individual.
Consider the landmarks of the temporal bone de-
picted in Figure 3. Rather than quantitatively
characterizing shape differences in terms of coor-
dinate differences among the landmarks, we can
characterize the shape differences qualitatively by
specifying qualitative distance relations between
those landmarks. Consider, for example, the
anatomical landmarks LM1 and LM3. In Figure 3
the coordinate difference along the anterior (hori-
zontal) axis is smaller than the coordinate differ-
ence along the rostral (vertical) axis. Similarly
the coordinate difference between LM3 and LM5
along the anterior axis is roughly twice as large as
the coordinate difference along the rostral axis.
Since all TMJs will have the same landmarks on
their temporal bones (assuming a certain degree
of anatomical normality), we can classify TMJs
according to qualitative coordinate differences be-
tween their landmarks. There are many ways of
doing this. Here we only discuss some examples to
demonstrate the power of the qualitative method-
ology. In particular we focus on the landmarks
LM1, LM3, and LM5.
Given a coordinate system3 existing coordinate

3We do not need the coordinate system for mea-
surement. We only use it to distinguish coordinate dif-
ferences in anterior (horizontal) direction (δh) from co-
ordinate differences in rostral (vertical) direction (δv).
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differences between LM1 and LM3 along the an-
terior axis (δa1

3) and along the rostral axis (δr1
3)

can be used to distinguish the following cases:
δa1

3 = δr1
3, δa1

3 < δr1
3, and δa1

3 > δr1
3. Here

δa1
3 = δr1

3 means that δa1
3 is as large as δr1

3,
δa1

3 < δr1
3 means that δa1

3 is smaller than δr1
3, and

δa1
3 > δr1

3 means that δa1
3 is larger than δr1

3. No-
tice that this classification is jointly exhaustive and
pairwise disjoint. That is, for any possible constel-
lation of the anatomical landmarks LM1 and LM3
exactly one of those relations holds. In Figure 3
the rostral coordinate difference between LM1 and
LM3 is larger than the anterior coordinate differ-
ence between LM1 and LM3, i.e., δa1

3 < δr1
3.

Of course we can in addition classify the ante-
rior and rostral coordinate differences between the
landmarks LM3 and LM5 in the same way. If we
take both classifications together then the follow-
ing nine combinations are combinatorially possi-
ble:

R ∈
{=, <, >} 1 2 3 4 5 6 7 8 9
δa1

3 R δr1
3 = = = < < < > > >

δa3
5 R δr3

5 < > = < > = < > =

Any possible constellation of LM1, LM2, and LM3
is characterized by exactly one column in this ta-
ble. In Figure 3 we have δa1

3 < δr1
3 and δa3

5 > δr3
5.

which corresponds to column 5 in the above table.
Since this classification is exhaustive we now can
analyze which of the nine possibilities are nor-
mal and which are pathological or which correlate
with certain clinical symptoms. This analysis may
show that distinguishing nine cases is insufficient
to make the necessary distinction to distinguish
normal anatomy form various kinds of pathologies.
In this case we have three options: (a) take more
landmarks into account; (b) distinguish more re-
lations; (c) do both (a) and (b).
Consider option (b) instead of distinguishing three
relations =, <, and > we could add two more re-
lations: � and � interpreted as much smaller
and much bigger respectively. Another way of dis-
tinguishing more relations would be to refine > by
distinguishing twice as big, three times as big, etc.
There are no limits to this method provided the
resulting set of relations is jointly exhaustive and
pairwise disjoint.
Notice that it might be more realistic to replace
the identity relation = by the relation ∼, were
δa ∼ δr means that δa is roughly as large as δr.
The exact definitions of the relations ∼, �, and
� are not trivial and their formalization is beyond
the scope of this paper. For discussions of existing
approaches see [21, 9, 7, 4].

Qualitative directions and orientation
relations between landmarks

There exist a variety of approaches to qualitatively
represent angles between landmarks and to use
landmarks as origins for qualitative frames of ref-
erences. For example, the landmark ‘LM’ in Fig-
ure 4(a) could serve as the origin of the qualitative
frame of reference in Figure 4(b). We then could
specify the location of anatomical landmarks of
the heart within this frame of reference.
Most of the approaches to qualitative orientation
and directions also incorporate qualitative dis-
tance relations like close, near, far, etc. (where
close, near, and far roughly correspond to the re-
lations ∼, <, and � – see for example, [7, 4]
for details). In Figure 4 we then could say that
all anatomical landmarks of the heart are near
and in front with respect to the frame of refer-
ence which is centered at the landmark LM. More
sophisticated ways of representing qualitative or-
der relations between landmarks were proposed in
[15, 24, 25].

LM(a)
(b)

front, far

front near

right
near

back near

left
near right

far

back far

left
near

close

Figure 4: (a) a radiographic section taken through
a human thorax. Arrows point to the heart. LM,
Is a point in the center of the spinal cord. (b) qual-
itative ordering and qualitative distance relations
according to Hernandez [17].

APPROXIMATE LOCATION IN
FRAMES OF REFERENCE

There are many ways to represent approximate lo-
cation in qualitative frames of references. (See, for
example [3].) Here we discuss a specific technique
which is useful in the context of our TMJ example.
Consider the boundary of Joe’s temporal bone as
depicted in Figure 3. Topologically, the boundary
is a one-dimensional curve. Since the landmarks
LM1-LM7 are points on this curve, each landmark
is a boundary of at least one interval (a one-piece
part of the underlying curve). For example, in
Figure 3 the landmarks LM2 and LM3 bound the
interval which is formed by the part of the curve
between them. We use the landmarks that bound
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a given interval to refer to this interval. For exam-
ple, we write L2L3 to refer to the interval bounded
by LM2 and LM3 in Figure 3.
In our mereotopological framework we can repre-
sent the topological relations between the intervals
formed by the anatomical landmarks of Joe’s tem-
poral bone as: Interval L1L2 is constantly exter-
nally connected to interval L2L3, interval L2L3 is
constantly externally connected to interval L3L4,
and so on.

LM2

LM3
LM5

LM1

LM7

LM4
LM6

R 

A

(a)

LM2 LM3 LM4 LM5

LM2

LM3
LM5

LM1

LM7

LM4
LM6

R 

A

(b)

LM2 LM3 LM4 LM5

Figure 5: Relations between articular disc and
landmark intervals of the temporal bone at times
t1 (a) and t2 (b).

Consider Figures 5(a) and (b) which depict the rel-
ative location of Joe’s articular disc with respect
to his temporal bone at times t1 and t2 respec-
tively. Figure 5(a) corresponds to Figure 1(a) and
both show Joe’s TMJ in the jaw closed position.
Similarly, Figure 5(b) corresponds to Figure 1(b)
and both show Joe’s TMJ in the jaw open posi-
tion. On the bottom of both images in Figure 5 the
projection of Joe’s articular disc onto the bound-
ary of his temporal bone is depicted. From this
point on, we will write Prj(D, t) to refer the in-
terval that is the projection of Joe’s articular disc
on the boundary of his temporal bone in a sagittal
section through the middle of his condyle at time
t.
The interval Prj(D, t) stands in mereotopological
relationships to the intervals bounded by the land-
marks LM1-LM7. For example, at time t1 the
projection of Joe’s articular disc completely covers
the interval L3L4, i.e., COV(Prj(D, t1),L3L4, t1).
In other words the interval L3L4 is a part
of the projection of Joe’s articular disc, i.e.,
PartOf(L3L4,Prj(D, t1), t1). Notice that at
time t2 the projection of Joe’s articular disc
and the interval L3L4 are disconnected, i.e.,
DC(L3L4,Prj(D, t2), t2).4

Thus at every time t we can specify the location
of Joe’s articular disc with respect to the land-
marks of his temporal bone in terms of the rela-

4For details of the exact definitions of the relations
between the intervals see [1, 2].

tions which hold at time t between the projection
of the articular disc at t and the intervals bounded
by the landmarks. These mereotopological rela-
tions at time t1 and t2 can be summarized as:

Joe’s
disc L1L2 L2L3 L3L4 L4L5 L5L6 L6L7
t1 DC EC COV PO DC DC
t2 DC DC DC PO PO DC

The first row reads as DC(Prj(D, t1), L1L2, t1),
EC(Prj(D, t1), L2L3, t1), . . . and similarly for the
second row.
Consider the images shown in Figures 6(a) and (b)
which depict the relative location of Joe’s condyle
with respect to his temporal bone at times t1 and
t2 respectively. Figure 6(a) corresponds to Figure
1(a) and Figure 6(b) corresponds to Figure 1(b).
In the same way we projected Joe’s disc onto the
boundary of his temporal bone to identify an inter-
val that can be related to the intervals bounded by
the landmarks LM1-LM7, we can project the head
of his condyle onto the boundary of his temporal
bone as indicated by the dotted lines in Figures 6
(a) and (b).

LM2

LM3
LM5

LM1

LM7

LM4
LM6
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(a)

LM2

LM3
LM5

LM1

LM7

LM4
LM6
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A

(b)

Figure 6: Mereotopological relations between the
head of the condyle and landmark intervals of the
temporal bone at times t1 (a) and t2 (b).

As in the case of Joe’s disc, at every time t we can
specify the location of the head of Joe’s condyle
with respect to the landmarks of his temporal bone
it terms of the relations which hold at time t be-
tween the projection the head of the condyle at t
and the intervals bounded by the landmarks. The
spatial relations at time t1 and t2 can be summa-
rized as:

Joe’s
condyle L1L2 L2L3 L3L4 L4L5 L5L6 L6L7

t1 DC EC PO DC DC DC
t2 DC DC DC PO PO DC

If we use C to denote the head of Joe’s condyle
then the first row reads as DC(Prj(C, t1), L1L2, t1),
EC(Prj(C, t1), L2L3, t1), . . . , and similarly for the
second row. Notice that the table with the rela-
tions of Joe’s articular disc corresponds nicely to
the table with the relations of the head of Joe’s
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condyle, i.e., the articular disc is at both times be-
tween the head of the condyle and the temporal
bone.

Clearly, for every possible location of an articular
disc in a TMJ with respect to the temporal bone
of this TMJ there is a unique sequence of rela-
tions similar to those in the table of Joe’s disc.
Similarly, for every possible location of the head
of a condyle in a TMJ with respect to the tempo-
ral bone of this TMJ there is a unique sequence
of relations similar to those in the table of Joe’s
condyle. Moreover, since we have, (i) the same
anatomical landmarks on the temporal bones of
every normal TMJ and, (ii) there are only a fi-
nite number of mereotopological relations that can
hold between two intervals, we can therefore, com-
pose two finite tables: one table in which each row
corresponds to one anatomically possible location
of some articular disc with respect to the corre-
sponding temporal bone; a second table in which
each row corresponds to one anatomically possible
location of the head of some condyle with respect
to the corresponding temporal bone.5 Both tables
together contain all possible combinations of lo-
cations of the head of a condyle and an articular
disc with respect to the landmarks of a temporal
bone in any possible TMJ. Some of these combina-
tions we can classify as normal (among these are
the two tables above) others are pathological and
again others will be anatomically impossible and
thus can be ruled out.

CONCLUSIONS
The purpose of this paper is to show that there
can be obtained, by following the methodology we
have presented here, a series of well understood
qualitative formalisms which can be used to cre-
ate a formal representation of canonical anatomy.
This is accomplished by incorporating into the
representation, using the qualitative methods of
analysis we describe in this paper, information
about, a) the mereological (parthood) relation-
ships of anatomical structures, b) the topology
(e.g., connectedness) of anatomical structures, and
c) the shape of anatomical parts and the spatial
arrangement of anatomical structures.
The five cornerstones of the proposed methodol-
ogy are:

1. The grounding of the formalization of canonical
anatomy in mereotopology (rather than mereol-
ogy alone);
5For formal details of how to construct the tables

see [2].

2. The strict distinction of time-dependent and
time-independent relations;

3. The identification of anatomical landmarks for
the representation of the shape of anatomical
parts and the spatial arrangement of anatomical
structures;

4. The identification of sets of jointly exhaustive
and pairwise disjoint relations to describe rela-
tions between anatomical parts and anatomical
landmarks;

5. The establishment of landmarks and qualita-
tive distinctions that reflect the ontologically
significant aspects of the canonical anatomy of
biomedical structures as well as relevant patho-
logical cases.

This methodology permits, in principle, the
exhaustive qualitative characterization of all
anatomically possible instantiations of anatomical
structures. These then can be classified as normal
or pathological and correlated with other clinical
findings.
The discussion in this paper exclusively focused
on relations between particulars (Joe Doe’s TMJ).
It is well known that anatomical ontologies are
mostly about relations between universals or
classes [31, 30]. However it is also well known that
relations between universals or classes are defined
in terms of relations between particulars [13].
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Ontology is a burgeoning field, involving researchers 
from the computer science, philosophy, data and 
software engineering, logic, linguistics, and 
terminology domains. Many ontology-related terms 
with precise meanings in one of these domains have 
different meanings in others. Our purpose here is to 
initiate a path towards disambiguation of such terms. 
We draw primarily on the literature of biomedical 
informatics, not least because the problems caused 
by unclear or ambiguous use of terms have been 
there most thoroughly addressed. We advance a 
proposal resting on a distinction of three levels too 
often run together in biomedical ontology research: 
1. the level of reality; 2. the level of cognitive 
representations of this reality; 3. the level of textual 
and graphical artifacts. We propose a reference 
terminology for ontology research and development 
that is designed to serve as common hub into which 
the several competing disciplinary terminologies can 
be mapped. We then justify our terminological 
choices through a critical treatment of the ‘concept 
orientation’ in biomedical terminology research. 

PREAMBLE 

Ever since the invention of the computer, scientists 
and engineers have been exploring ways of 
‘modeling’ or ‘representing’ the entities about which 
machines are expected to reason. But what do 
‘modeling’ and ‘representing’ mean? What is a 
‘conceptual model’ or an ‘information model’ and 
how can they and their components be 
unambiguously described?  

Two questions here arise: To what do expressions 
such as ‘concept’, ‘information’, ‘knowledge’, etc. 
precisely refer? And what is it to ‘model’ or 
‘represent’ such things? If information and 
knowledge themselves consist in representations, then 
what could an information representation or a 
knowledge representation be? There is, to say the 
least, some suspicion of redundancy here. 

As we have argued elsewhere, the term ‘concept’ is 
marked in a peculiarly conspicuous manner by 
problems in this regard.1 But the problem of multiple 
conflicting meanings arises also in regard to other 

terms, such as ‘class’, ‘object’, ‘instance’, 
‘individual’, ‘property’, ‘relation’, etc., all of which 
have established, but unfortunately non-uniform, 
meanings in a range of different disciplines.  

Among philosophical ontologists, the term 
‘instance’ means an individual (for example this 
particular dog Fido), which is an instance of a 
corresponding universal or kind (dog, mammal, etc.). 
In OWL, ‘instance’ means ‘element’ or ‘member’ of a 
class (where ‘class’ means ‘general concept, category 
or classification … that belongs to the class extension 
of owl:Class’2).  

Standardization agencies such as ISO, CEN and 
W3C have been of little help in engendering cross-
disciplinary uniformity in the use of such terms, since 
their standards are themselves directed towards 
specific communities. Standardization efforts under 
the auspices of W3C or UML or Dublin Core, too, 
have not addressed these problems. For while OWL-
DL, for example, has a rigorously defined semantics,3 
this does not by any means guarantee that an ontology 
formulated using OWL-DL is an error-free 
representation of its intended domain, and nor – until 
the day when the use of OWL or of some successor 
becomes uniform common practice – will it do 
anything to resolve the problems of semantic 
ambiguity adverted to in the above. 

In the domain of biomedical informatics a number 
of attempts have been made to resolve these 
problems4,5,6 in light of an increasing recognition that 
many ambitious terminological systems developed in 
this field are marked by unclarity over what, 
precisely, they have been designed to achieve. Are 
biomedical controlled vocabularies ‘concept 
representations’ or ‘knowledge models’? And if they 
are either of these things, how, if at all, do they relate 
to the reality – the tumors, diseases, treatments, 
chemical interactions – on the side of the patient? 

OBJECTIVES AND METHODS 

The purpose of this communication is to initiate a 
process for resolving such problems by drawing on 
the best practices in ontology which are now 
beginning to take root through the efforts of 
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organizations such as the National Center for 
Biomedical Ontology,7 the Open Biomedical Onto-
logies (OBO) Consortium,8 the OBO Foundry,9 and 
others.10 

What is needed is a set of terms referring in 
unambiguous fashion to the different kinds of entities 
surveyed above, which can serve as common target 
for mappings from other discipline- and 
computational idiom-centric terminologies, thereby 
mediating efficient pairwise translations between 
these terminologies themselves.  

Our strategy is to advance precision via clear 
informal definitions rooted in what we assume are 
commonly accepted intuitions, providing references 
to associated formal treatments where possible. In 
selecting terms we have sometimes chosen 
expressions precisely because they have not been 
used by others and hence do not have established 
(and potentially conflicting) meanings. In other cases 
we have adapted existing terms to our purposes by 
providing them with more precise definitions or (in 
case of primitive terms) elucidations.  

These proposals are focused primarily on the 
ontology-related needs of natural science, including 
the clinical basic sciences, though we believe them to 
be of quite general applicability. 

We start out from a distinction of three levels of 
entities which have a role to play wherever ontologies 
are used:  
• Level 1: the objects, processes, qualities, states, 
etc. in reality (for example on the side of the patient);  
• Level 2: cognitive representations of this reality on 
the part of researchers and others; 
• Level 3: concretizations of these cognitive 
representations in (for example textual or graphical) 
representational artifacts. 
This tripartite distinction will awaken echoes of the 
Semantic Triangle of Ogden and Richards, to which 
we return in the sequel. For present purposes we note 
that the indispensability of Level 1 reflects the fact 
that even those who see themselves as building for 
example ‘data models’ in the domain of the life 
sciences are attempting to create thereby artifacts 
which stand in some representational relation to 
entities in the real world. Level 2 reflects the fact that 
a crucial role is played in ontology and terminology 
development by the cognitive representations of 
human subjects. Level 3 reflects the fact that 
cognitive representations can be shared, and serve 
scientific ends, only when they are made 
communicable in a form whereby they can also be 
subjected to criticism and correction, and also to 
implementation in software. 

Note that the three levels overlap; thus the textual 
and graphical artifacts distinguished in Level 3 are 
themselves objects on Level 1. Our talk of ‘levels’ 

should thus be interpreted by analogy with talk of 
‘levels of granularity’: if we have apprehended all the 
liquid in a vessel, then in a sense we have thereby 
apprehended also all the molecules. Yet for scientific 
purposes molecules and liquids must be distinguished 
nonetheless, and the same applies, for the purposes of 
clarity in our thinking about ontologies, to the three 
levels delineated in the above.  

FOUNDATIONS 

Here we give precise definitions to a number of 
central terms, which will then be used in conformity 
thereto in the remainder of the paper. Really existing 
ontologies and related artifacts are typically 
constructed to realize a mixture of different sorts of 
ends (terminologies, for example, to support clinical 
record keeping and large-scale epidemiological 
studies, and to serve as controlled vocabularies for 
the expression of research results). Hence they 
typically combine the features of artifacts of different 
basic types. Our reference terminology is designed to 
reflect these basic types. Hence the definitions we 
propose for terms such as ‘ontology’ or ‘class’ do not 
imply any claim to the effect that everything called an 
‘ontology’ or ‘class’ in the literature exhibits just the 
characteristics referred to in the definition.. 

An ENTITY is anything which exists, including 
objects, processes, qualities and states on all three 
levels (thus also including representations, models, 
beliefs, utterances, documents, observations, etc.)  

A REPRESENTATION is for example an idea, image, 
record, or description which refers to (is of  or about), 
or is intended to refer to, some entity or entities 
external to the representation. Note that a 
representation (e.g. a description such as ‘the cat over 
there on the mat’) can be of or about a given entity 
even though it leaves out many aspects of its target. A 
COMPOSITE REPRESENTATION is a representation 
built out of constituent sub-representations as their 
parts, in the way in which paragraphs are built out of 
sentences and sentences out of words. The smallest 
constituent sub-representations are called 
REPRESENTATIONAL UNITS; examples are: icons, 
names, simple word forms, or the sorts of 
alphanumeric identifiers we might find in patient 
records. Note that many images are not composite 
representations since they are not built out of smallest 
representational units in the way in which molecules 
are built out of atoms. (Pixels are not representational 
units in the sense defined.) 

If we take the graph-theoretic concretization of the 
Gene Ontology11 as our example, then the 
representational units here are the nodes of the graph 
(taken to comprehend terms and unique IDs), which 
are intended to refer to corresponding entities in 
reality. But the composite representation refers, 
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through its graph structure, also to the relations 
between these entities, so that there is reference to 
entities in reality both at the level of single units and 
at the structural level.12  

A COGNITIVE REPRESENTATION (Level 2) is a 
representation whose representational units are ideas, 
thoughts, or beliefs in the mind of some cognitive 
subject – for example a clinician engaged in applying 
theoretical (and practical) knowledge to the task of 
establishing a diagnosis.  

A REPRESENTATIONAL ARTIFACT (Level 3) is a 
representation that is fixed in some medium in such a 
way that it can serve to make the cognitive 
representations existing in the minds of separate 
subjects publicly accessible in some enduring fashion. 
Examples are: a text, a diagram, a map legend, a list, 
a clinical record, or a controlled vocabulary. Clearly 
such artifacts can serve to convey more or less 
adequately the underlying cognitive representations –
and can be correspondingly more or less intuitive or 
understandable. 

Because representational artifacts such as 
SNOMED CT give textual form to cognitive 
representations which pre-exist them, some have 
taken this to mean that these artifacts are in fact made 
up of representations which refer to (are of or about) 
these cognitive representations (the ‘concepts’) from 
out of which the latter are held to be composed.  

We shall argue below that this reflects a deep 
confusion, and that the constituent units of 
representational artifacts developed for scientific 
purposes should more properly (and more 
straightforwardly) be seen as referring to the very 
same entities in reality – the diseases, patients, body 
parts, and so forth – to which the underlying cognitive 
representations of clinicians and others refer. Such 
artifacts are in this respect no different from scientific 
textbooks. They are windows on reality, designed to 
serve as a means by which representations of reality 
on the part of cognitive agents can be made available 
to other agents, both human and machine. A simple 
phrase, such as ‘the cat over there on the mat’, can be 
used to refer more or less successfully to what is, in 
reality, a portion of reality of a highly complex sort – 
and the same applies to all of the types of artifacts 
referred to above. The window on reality which each 
provides is, to be sure, in every case from a certain 
perspective and in such a way as to embody a certain 
granularity of focus. Yet the entities to which it refers 
are full-fledged entities in reality nonetheless – the 
very same, full-fledged entities in reality with which 
we are familiar also in other ways, for example 
because they provide us with food or companionship. 

REALITY 

The clinician is concerned first and foremost with 

PARTICULARS in reality (Level 1), (in the vernacular 
also called ‘tokens’ or ‘individuals’), that is to say 
with individual patients, their lesions, diseases, and 
bodily reactions, divided into CONTINUANTS and 
OCCURRENTS.13 Some particulars, such as human 
beings, planets, ships, hurricanes, receive PROPER 
NAMES (they may also receive unique identifiers, such 
as social security numbers) which are used in 
representational artifacts of various sorts. But we can 
refer to particulars also by means of complex 
expressions – that man on the bench, this 
oophorectomy, this blood sample – involving 
GENERAL TERMS of different sorts, including:  

i. General terms such as ‘apoptosis’, ‘fracture’, 
‘cat’, which represent structures or characteristics in 
reality which are exemplified – the very same 
structures or characteristics; over and over again – in 
an open-ended collection of particulars in arbitrarily 
disconnected regions of space and time. Consider for 
example the way in which a certain DNA structure is 
instantiated as a transcript (RNA-structure) over and 
over again in cells of our body.  

ii. General terms such as ‘danger’, ‘gift’, ‘surprise’, 
which draw together entities in reality which share 
common characteristics which are not intrinsic to the 
entities in question. 

iii. General terms such as ‘Berliner’, ‘Paleolithic’, 
which relate to specific collections of particulars tied 
to specific regions of space and time. 

General terms of the first sort refer to UNIVERSALS 
(in the vernacular also called ‘types’ or ‘kinds’). A 
universal is something that is shared in common by 
all those particulars which are its INSTANCES. The 
universal itself then exists in Level 1 reality as a 
result of existing in its particular instances. When a 
clinician says ‘A and B have the same disease’, she is 
referring to the universal; when she says ‘A’s diabetes 
is more advanced than B’s,’ then she is referring to 
the respective instances. 

It is overwhelmingly universals which are the 
entities represented in scientific texts, and a good 
prima facie indication that a general term ‘A’ refers to 
a universal is that ‘A’ is used by scientists for 
purposes of classificiation and to make different sorts 
of law-like assertions about the individual instances 
of A with which they work in the lab or clinic.  

 
<universal, universal> nose part_of body 
<particular, particular> Mary’s nose part_of Mary  

<particular, universal> Mary’s nose instance_of 
nose 

Table 1 – Three Basic Sorts of Binary Relation 

Both particulars and universals stand to each other 
in various RELATIONS. Thus particulars stand to the 
corresponding universals in the relation of 
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INSTANTIATION. This and other binary relations (of 
parthood, adjacency, derivation) used in biomedical 
ontologies13 can be divided into groups as in Table 1, 
which uses Roman for particulars, bold type for 
relations involving particulars, and italics for 
universals and for relations between universals. 

A COLLECTION OF PARTICULARS (of molecules in 
John’s body, of pieces of equipment in a certain 
operating theater, of operations performed in this 
theater over a given period of months) is a Level 1 
particular comprehending other particulars as its 
MEMBERS.14 We note that confusion is spawned by 
the fact that we can use the very same general terms 
to refer both to universals and to collections of 
particulars. Consider: 
• HIV is an infectious retrovirus 
• HIV is spreading very rapidly through Asia  
A CLASS is a collection of all and only the particulars 
to which a given general term applies. Where the 
general term in question refers to a universal, then the 
corresponding class, called the EXTENSION of the 
universal (at a given time), comprehends all and only 
those particulars which as a matter of fact instantiate 
the corresponding universal (at that time).  

The totality of classes is wider than the totality of 
extensions of universals since it includes also 
DEFINED CLASSES, designated by terms like 
‘employee of Swedish bank’, ‘daughter of Finnish 
spy’. Languages like OWL are ideally suited to the 
formal treatment of such classes, and the popularity 
of OWL has encouraged the view that it is classes 
which are designated by the general terms in 
terminologies. (OWL classes are not, however, 
identical with classes in the usual set-theoretic sense 
on which we draw also here.) 

Some OWL classes (above all Thing and Nothing) 
are ‘primitive’ (which means: not defined), and these 
classes are sometimes asserted to constitute an OWL 
counterpart of universals (‘natural kinds’) in the sense 
here defined.15 Because OWL identifies the relation 
of instantiation with that of membership, however, it 
in effect identifies universals with their extensions. 

Through relations of greater and lesser generality 
both classes and universals are organized into trees, 
the former on the basis of the subclass relation, the 
latter on the basis of the is_a relation (whereby, 
again, in the OWL framework the two relations are 
identified). Because the instances of more specific 
universals are ipso facto also instances of the 
corresponding more general universals, the latter 
hierarchy is, when viewed extensionally, a proper part 
of the former. As we shall discuss further in our 
treatment of the argument from borderline cases 
below, it is difficult to draw a sharp line between 
terms designating universals and those designating 
defined classes. This does not mean, however, that 

the distinction is of no import. Indeed we believe that 
taking account of this distinction is indispensable to 
creating an path to improvement of ontologies.16 

We use the term PORTION OF REALITY to 
comprehend both single universals and particulars 
and their more or less complex combinations. Some 
portions of reality – for example single organisms, 
planets – reflect autonomous joints of reality (that is, 
they would exist as separate entities even in a world 
denuded of cognitive subjects). Other portions of 
reality are products of fiat demarcations of one or 
other sort,17 as when we delineate a portion of reality 
by focusing on some specific granular level (of 
molecules, or molecular processes), or on some 
specific family of universals (for example when we 
view the human beings living in a given county in 
light of their patterns of alcohol consumption).  

A DOMAIN is a portion of reality that forms the 
subject-matter of a single science or technology or 
mode of study; for example the domain of 
proteomics, of radiology, of viral infections in mouse. 
Representational artifacts will standardly represent 
entities in domains delineated by level of granularity. 
Thus entities smaller than a given threshold value 
may be excluded from a domain because they are not 
salient to the associated scientific or clinical 
purposes.18  

REPRESENTATIONAL ARTIFACTS 

In developing theories, biomedical researchers seek 
representations of the universals existing in their 
respective domain of reality. They first develop 
cognitive representations, which they then transform 
incrementally into representational artifacts of various 
sorts. 

In developing diagnoses, and in compiling such 
diagnoses into clinical records, clinicians seek a 
representation of salient particulars (diseases, disease 
processes, drug effects) on the side of their patients. 
Drawing on their theoretical understanding of the 
universals which these particulars instantiate (which 
in turn draws on prior representations formed in 
relation to earlier particulars19), they first develop a 
cognitive representation of what is taking place within 
a given collection of particulars in reality, which they 
then transform into representational artifacts such as 
clinical documents, entries in databases, and so forth, 
which may then foster more refined cognitive 
representations in the future. 

The mentioned representations are typically built 
up out of sub-representations each of which, in the 
best case, mirrors a corresponding salient portion of 
reality. The most simple representations (‘blood! ’) 
mirror universals or particulars taken singly; more 
complex representations – such as therapeutic 
schemas, diagnostic protocols, scientific texts, 
pathway diagrams – mirror more complex portions of 
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reality, their constituent sub-representations being 
joined together in ways designed to mirror salient 
relations on the side of reality.  

In the ideal case a representation would be such 
that all portions of reality salient to the purposes for 
which it was constructed would have exactly one 
corresponding unit in the representation, and every 
unit in the representation would correspond to exactly 
one salient portion of reality.19 Unfortunately, in a 
domain like biomedicine, ideal case will likely remain 
forever beyond our grasp. Researchers working on 
the level of universals may fall short by creating 
representations which either (i) fail to include general 
terms for universals which are salient to their domain, 
or (ii) include general terms which do not in fact 
denote any universals at all. Similarly, clinicians 
working on the level of particulars may fall short of 
the best case by creating misdiagnoses, either (i) by 
failing to acknowledge particulars which do exist and 
which are salient to the health of a given patient, or 
(ii) by using representational units assumed to refer to 
particulars where no such particulars exist. 

A TAXONOMY is a tree-form graph-theoretic 
representational artifact with nodes representing 
universals or classes and edges representing is_a or 
subset relations. 

An ONTOLOGY is a representational artifact, 
comprising a taxonomy as proper part, whose 
representational units are intended to designate some 
combination of universals, defined classes, and 
certain relations between them.13  

A REALISM-BASED ONTOLOGY is built out of terms 
which are intended to refer exclusively to universals, 
and corresponds to that part of the content of a 
scientific theory that is captured by its constituent 
general terms and their interrelations.  

A TERMINOLOGY is a representational artifact 
consisting of representational units which are the 
general terms of some natural language used to refer 
to entities in some specific domain.  

An INVENTORY is a representational artifact built 
out of singular referring terms such as proper names 
or alphanumeric identifiers. Electronic Health 
Records (EHRs) incorporate inventories in this sense, 
including both terms denoting particulars (‘patient 
#347’, ‘lung #420’) and more complex expressions 
involving terms designating universals and defined 
classes (‘the history of cancer in patient #347’s 
family’).20 

In the best case, again, each of the representational 
artifacts listed above (ontologies, taxonomies, 
inventories) will be such that its representational units 
stand in a one-to-one correspondence with the salient 
entities in its domain. In practice, however, such 
artifacts can be classified on the basis of the various 
ways in which they fall short of this best case, in 
terms of properties such as correctness, degree of 

structural fit, degree of completeness and degree of 
redundancy.16,18 By exploiting such classifications we 
can measure the quality improvements made in 
successive versions, and also use such measures as a 
basis for further improvement.20  

To make a representation interpretable by a 
computer, it must be published in a language with a 
formal semantics and so converted into a 
FORMALIZED REPRESENTATION. The choice of 
language will depend on the complexity of what one 
needs to express and on the sorts of reasoning one 
needs to perform. While OWL, for example, can cope 
well with defined classes, it may not have sufficient 
expressive power to meet the needs of ontologies in 
the life sciences domain. Thus it seems to be 
incapable, for example, of capturing the relations 
involved even in simple interactions among pluralities 
of continuants, or of capturing the changes which take 
place in such continuants (for example growth of a 
tumor) over time.21,22 

Most inventories in the biomedical field (including 
most EHRs) have still exploited hardly at all the 
powers of formal reasoning. The paradigm of 
Referent Tracking represents an exception to this 
rule,20 since it involves precisely the embedding of a 
highly structured representation of particulars in a 
formalized representation of the corresponding 
universals. 

THE CONCEPT ORIENTATION 

We believe that ontologies, inventories and similar 
artifacts should consist exclusively of representational 
units which are intended to designate entities in Level 
1 reality. Defenders of the concept orientation in 
medical terminology development have offered a 
series of arguments against this view, to the effect 
that such terminologies should include also (or 
exclusively) representational units referring to what 
are called ‘concepts’.23 

First, is what we can call the argument from 
intellectual modesty, which asserts that it is up to 
domain experts, and not to terminology developers, to 
answer for the truth of whatever theories the 
terminology is intended to mirror. Since domain 
experts themselves disagree, a terminology should 
embrace no claims as to what the world is like, but 
reflect, rather, the coagulate formed out of the 
concepts used by different experts.  

Against this, it can be pointed out that communities 
working on common domains in the medical as in 
other scientific fields in fact accept a massive and 
ever-growing body of consensus truths about the 
entities in these domains. Many of these truths are, 
admittedly, of a trivial sort (that mammals have 
hearts, that organisms are made of cells), but it is 
precisely such truths which form the core of science-
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based ontologues. Where conflicts do arise in the 
course of scientific development, these are highly 
localized, and pertain to specific mechanisms, for 
example of drug action or disease development, 
which can serve as the targets of conflicting beliefs 
only because researchers share a huge body of 
presuppositions.  

We can think of no scenario under which it would 
make sense to postulate special entities called 
‘concepts’ as the entities to which terms subject to 
scientific dispute would refer. For either, for any such 
term, the dispute is resolved in its favor, and then it is 
the corresponding level 1 entity that has served as its 
referent all along; or it is established that the term in 
question is non-designating, and then this term is no 
longer a candidate for inclusion in a terminology. We 
cannot solve the problem that we do not know, at 
some given stage of scientific inquiry, to which of 
these groups a given term belongs, by providing such 
terms instead with guaranteed referents called 
‘concepts’. It may, finally, be the case that it is not the 
disputed term itself which is at issue, but rather some 
more complex expression, as when we talk about ‘G. 
E. Stahl’s concept of phlogiston’, but that the latter 
refers to some entity – a concept – in (psychological) 
reality is precisely not subject to scientific dispute.  

Sometimes the argument from intellectual modesty 
takes an extreme form, for example on the part of 
those for whom reality itself is seen as being 
somehow unknowable (‘we can only ever know our 
own concepts’). Arguments along these lines are of 
course familiar from the history of philosophy. Stove 
provides the definitive refutation.24 Here we need note 
only that they run counter not just to the successes, 
but to the very existence, of science and technology 
as collaborative endeavors.  

Second, is the argument from creativity. Designer 
drugs are conceived, modeled, and described long 
before they are successfully synthesized, and the 
plans of pharmaceutical companies may contain 
putative references to the corresponding chemical 
universals long before there are instances in reality. 
But again: such descriptions and plans can be 
perfectly well apprehended even within terminologies 
and ontologies conceived as relating exclusively to 
what is real. Descriptions and plans do, after all, 
exist. On the other hand it would be an error to 
include in a scientific ontology of drugs terms 
referring to pharmaceutical products which do not yet 
(and may never) exist, solely on the basis of plans and 
descriptions. Rather, such terms should be included 
precisely at the point where the corresponding 
instances do indeed exist in reality, exactly in 
accordance with our proposals above. 

Third, is what we might call the argument from 
unicorns. Some of the terms needed in medical 
terminologies refer, it is held, to what does not exist. 

Some patients do, after all, believe that they are 
James Bond, or that they see unicorns. The realist 
approach is however perfectly well able to 
comprehend also phenomena such as these, even 
though it is restricted to the representation of what is 
real. For the beliefs and hallucinatory episodes in 
question are of course as real as are the persons who 
suffer (or enjoy) them. And certainly such beliefs and 
episodes may involve concepts (in the properly 
psychological sense of this term). But they are not 
about concepts, they do not have concepts as their 
targets – for they are intended by their subjects to be 
about entities in flesh-and-blood external reality. 

Fourth, is the argument from medical history. The 
history of medicine is a scientific pursuit; yet it 
involves use of terms such as ‘diabolic possession’ 
which, according to the best current science, do not 
refer to universals in reality. But again: the history of 
medicine has as its subject-domain precisely the 
beliefs, both true and false, of former generations 
(together with the practices, institutions, etc. 
associated therewith). Thus a term like ‘diabolic 
possession’ should be included in the ontology of this 
discipline in the first place as component part of 
terms designating corresponding classes of beliefs. In 
addition it may appear also as part of a term 
designating some fiat collection of those diseases 
from which the patients diagnosed as being possessed 
were in fact suffering. The evolution of our thinking 
about disease can then be understood in the same way 
that we deal with theory change in other parts of 
science, as a reordering of our beliefs about the 
ontological validity and salience of specific families 
of terms – and once again: concepts themselves play 
no role as referents.20,26 

Fifth, is the argument from syndromes. The 
subject-matters of biology and medicine are, it is 
held, replete with entities which do not exist in reality 
but are rather convenient abstractions. A syndrome 
such as congestive heart failure, for example, is 
nothing more than a convenient abstraction, used for 
the convenience of physicians to collect together 
many disparate and unrelated diseases which have 
common final manifestations. Such abstractions are, it 
is held, mere concepts.  

According to the considerations on fiat 
demarcations advanced above, however, syndromes, 
pathways, genetic networks and similar phenomena 
are indeed fully real – though their reality is that of 
defined (fiat) classes rather than of universals. A 
similar response can be given also in regard to the 
many human-dependent delineations used in 
expressions like ‘obesity’ or ‘hypertension’ or 
‘abnormal curvature of spine’. These terms, too, refer 
to entities in reality, namely to defined classes which 
rest on fiat thresholds established by consensus 
among physicians. 
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Sixth is the argument from error. When erroneous 
entries are entered into a clinical record and inter-
preted as being about level 1 entities, then logical 
conflicts can arise. For Rector et al., this implies that 
the use of a meta-language should be made compul-
sory for all statements in the EHR, which should be, 
not about entities in reality, but rather about what are 
called ‘findings’.25 Instead of p and not p, the record 
would contain entries like: McX observed p and O’W 
observed not p, so that logical contradiction is 
avoided. The terms in terminologies devised to serve 
such EHRs would then one and all refer not to 
diseases themselves, but rather to mere ‘concepts’ of 
diseases. This, however, blurs the distinction between 
entities in reality and associated findings, and opens 
the door to the inclusion in a terminology of 
problematic findings-related expressions such as 
SNOMED’s ‘absent nipple’, ‘absent leg’, etc. 
Certainly clinicians need to record such findings. But 
then their findings are precisely that a leg is absent; 
not that a special kind of (‘absent’) leg is present. 

In the domain of scientific research we do not 
embargo entirely the making of object-language 
assertions simply because there might be, among the 
totality of such assertions, some which are erroneous. 
Rather, we rely on the normal workings of science as 
a collective, empirical endeavor to weed out error 
over time, providing facilities to quarantine erroneous 
entries and resolve logical conflicts as they are 
identified. We have argued elsewhere that these same 
devices can be applied also in the medical context.26 

The argument for the move to the meta-level is 
sometimes buttressed by appeal to medico-legal 
considerations seen as requiring that the EHR be a 
record not of what exists but of clinicians’ beliefs and 
actions. Yet the forensic purposes of an audit trail can 
equally well be served by an object-language record 
if we ensure that meta-data are associated with each 
entry identifying by whom the pertinent data were 
entered, at what time, and so forth. 

On the other side, moreover, even the move to 
meta-level assertions would not in fact solve the 
problems of error, logical contradiction and legal 
liability. For the very same problems arise not only 
when human beings are describing, on the object-
level, fractures, or pulse rates, or symptoms of 
coughing or swelling, but also on the meta-level when 
they are describing what clinicians have heard, seen, 
thought and done. The latter, too, are subject to error, 
fraud, and disagreement in interpretation. 

Seventh is the argument from borderline cases. As 
we have already noted above, there is at any given 
stage no bright line between those general terms 
properly to be conceived as designating universals 
and those designating merely ‘concepts’ (or defined 
classes). Certainly there are, at any given stage in the 
development of science, clear cases on either side: 

‘electron’ or ‘cell’, on the one hand, and ‘fall on stairs 
or ladders in water transport NOS, occupant of small 
unpowered boat injured’ (Read Codes) on the other. 
But there are also borderline cases such as ‘alcoholic 
non-smoker with diabetes’, or ‘age-dependent yeast 
cell size increase’, which call into question the very 
basis of the distinction. 

In response, we note first the general point, that 
arguments from the existence of borderline cases in 
general have very little force. For otherwise they 
would allow us to prove from the existence of people 
with borderline complements of hair that there is no 
such thing as baldness or hairiness. 

As to the specific problem of how to classify 
borderline expressions, this is a problem not for 
terminology, but rather for empirical science. For 
borderline terms of the sorts mentioned will, as an 
inevitable concomitant of scientific advance, be in 
any case subjected to a filtering process based on 
whether they are needed for purposes of (for example 
therapeutically) fruitful classifications, and thus for 
the expression of scientific laws.  

Science itself is thereby subject to constant update. 
A term taken to refer to a universal by one generation 
of scientists may be demoted to the level of non-
designating term (‘phlogiston’) by the next. This 
means also that representational artifacts of the sorts 
considered in the above, because they form an 
integral part of the practice of science, should 
themselves be subject to continual update in light of 
such advance. But again: we can think of no 
circumstance in which updating of the sort in question 
would signify that phlogiston is itself a concept, or 
that some expression was at one or other stage being 
used by scientists with the intention of referring to 
‘concepts’ rather than to entities in reality. 

THE SEMIOTIC TRIANGLE 

Finally is what we might call the argument from 
multiple perspectives. Different patients, clinicians 
and biologists have their own perspectives on one and 
the same reality. To do justice to these differences, it 
is argued, we must hold that their respective 
representations point, not to this common reality, but 
rather to their different ‘concepts’ thereof.  

This argument has its roots in the work of Ogden 
and Richards, and specifically in their discussion of 
the so-called ‘semiotic triangle’, which is of 
importance not least because it embodies a view of 
meaning and reference that still plays a fateful role in 
the terminology standardization work of ISO.26 

As Figure 1 makes clear, the triangle in fact refers 
not to ‘concepts’, but rather to what its authors call 
‘thought or reference’,27 reflecting the fact that Ogden 
and Richards’ account is rooted in a theory of 
psychological causality. When we experience a 
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certain object in association with a certain sign, then 
memory traces are laid down in our brains in virtue of 
which the mere appearance of the same sign in the 
future will, they hold, ‘evoke’ a ‘thought or reference’ 
directed towards this object through the reactivation 
of impressions stored in memory.  

 
 
 
 
 
 
 
 
 
 
 
 

The two solid edges of the triangle are intended to 
represent what are held to be causal relations of 
‘symbolization’ (roughly: evocation), and ‘reference’ 
(roughly: perception or memory) on the part of a 
symbol-using subject. The dashed edge, in contrast, 
signifies that the relation between term and referent – 
the relation that is most important for the discussion 
of terminology – is merely ‘imputed’. 

The background assumption here is that multiple 
perspectives are both ubiquitous and (at best) only 
locally and transiently resolvable. The meanings 
words have for you or me depend on our past 
experiences of uses of these words in different kinds 
of contexts. Ambiguity must be resolved anew (and a 
new ‘imputed’ relation of reference spawned) on each 
successive occasion of use. From this, Ogden and 
Richards infer that a symbolic representation can 
never refer directly to an object, but rather only 
indirectly, via a ‘thought or reference’ within the 
mind.  

It is a depsychologized version of this latter thesis 
which forms the basis of the concept orientation in 
contemporary terminology research. The terms in 
terminologies refer not to entities in reality, it is held, 
but  rather to ‘concepts’ in a special ‘realm’. The lat-
ter are not transparent mediators of reference; rather 
they are its targets, and the job of the terminologist is 
to callibrate his list of terms in relation not to reality 
but to this special ‘realm of concepts’.26 

The relation between terms in a terminology and 
the reality beyond becomes hereby obscured. Reality 
exists, if at all, only behind a conceptual veil – and 
hence familiar confusions according to which for 
example the concept of bacteria would cause an 
experimental model of disease, or the concept of 
vitamin would be ‘essential in the diet of man’.28 

‘CONCEPTS’ AND ‘MODELS’ 

How, then, should ‘concept’ be properly treated in the 

terminology literature henceforth? There are of 
course sensible uses of this term, for example in the 
literature of psychology. In the terminology literature, 
however, ‘concept’ has been used in such a 
bewildering variety of confused and confusing ways 
that we recommend that it be avoided altogether. 

It is tempting to suppose that, when considered 
extensionally, all of the mentioned alternative 
readings come down to one and the same thing, 
namely to an identification of ‘concept’ with what we 
have earlier called ‘defined class’. If ‘concept’ could 
be used systematically in this way in terminological 
circles, then this would, indeed, constitute progress of 
sorts, though the question would then arise why 
‘defined class’ itself should not be used instead. 
Unfortunately, however, the proposal in question 
stands in conflict with the fact that ‘concept’ is used 
by its adherents to comprehend also putative referents 
even for terms – such as ‘surgical procedure not 
carried out because of patient’s decision’ – which do 
not designate defined classes because they designate 
nothing at all. Here again, we believe, a proper 
treatment would involve appeal to appropriate fiat 
classes, defined in terms of utterances, interrupted 
plans, expectations, etc. on the part of the subjects 
involved.  

What, now is to be said of terms such as ‘concept 
model’, ‘knowledge representation’, ‘information 
model’, and so forth referred to in our premble 
above? To the extent that concept-based 
terminological artifacts consist in representations not 
of the reality on the side of the patient but rather of 
the entities in some putative ‘realm of concepts’, the 
term ‘concept model’ may be justified. This term is 
indeed used by SNOMED CT in its own self-
descriptions, though given SNOMED’s scientific 
goals, we believe that, on the basis of the arguments 
given above, it should be abandoned. Still more 
problematic is the term ‘knowledge model’ or 
‘knowledge representation’ (GALEN). For in the 
absence of a reference to reality to serve as 
benchmark, what could motivate a distinction 
between knowledge and mere belief.19 And what, in 
the absence of a reference to reality, could motivate 
adding or deleting terms in successive versions of a 
terminology, if every term is in any case guaranteed a 
reference to its own specially tailored ‘concept’. 

As to ‘information model’, here one standard 
uncertainty concerns the relation between an entity in 
reality and the body of information used to ‘repre-
sent’ this entity in some information system. Is it in-
formation which is being ‘modeled’ in an information 
model, or the reality which this information is about? 
The documentation of the HL7 Reference 
Information Model (RIM)29 adds extra layers of 
uncertainty by conceiving its principal formulas as 
referring to the acts in which entities are observed for 

Figure 1 – Ogden and Richards’ Semiotic Triangle
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example in a clinical context. Simultaneously, 
however, it conceives these formulas as referring also 
to the documentation of such acts for example in an 
information system. The apparent contradiction is to 
some degree resolved by the RIM on the basis of its 
assertion that there is in any case ‘no distinction 
between an activity and its documentation’.30 

CONCLUSION 

Drawing on our distinction of the three levels of 
reality, cognition and representational artifact we 
have sought to formulate an unambiguous 
terminology for describing ontologies and related 
artifacts. The proposed terminology allows us to 
characterize more precisely the sorts of things which 
go wrong when the distinction between these levels is 
ignored, or when one or other level is denied, so that 
the approach may also help in improving such 
artifacts in the future. 
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ABSTRACT 

LinKBase® is a biomedical ontology. Its hierarchical 
structure, coverage, use of operational, formal and 
linguistic relationships, combined with its underlying 
language technology, make it an excellent ontology to 
support Natural Language Processing and 
Understanding (NLP/NLU) and data integration 
applications. In this paper we will describe the 
structure and coverage of LinKBase®. In addition, 
we will discuss the editing of LinKBase® and how 
domain experts are guided by specific editing rules to 
ensure modeling quality and consistency. Finally, we 
compare the structure of LinKBase® to the structure 
of third party terminologies and ontologies and 
discuss the integration of these data sources into 
LinKBase®. 
  

INTRODUCTION TO LINKBASE® 
To achieve full benefit of health information 
technology, a health information network, enabling 
interoperability across different facilities and 
countries, is essential. However, different and diverse 
medical information systems hamper the process of 
data sharing. One solution to this problem is to use a 
central ontology, with a strict hierarchical structure 
and a consistent semantic network of relationships 
between its types that can support NLP/NLU and data 
integration applications and that can serve as the link 
between the different medical information sources 
and systems. LinKBase® is such an ontology. 
LinKBase® has been designed with the main goal of 
integrating terminologies and databases with 
applications designed for NLP and information 
management and retrieval and has been built up from 
the ground over the past 10 years. It covers various 
aspects of medicine, including procedures, anatomy, 
pharmaceuticals and various disorders and anomalies 
delivering over 9 million knowledge elements 
making it the largest biomedical knowledge base in 
the world. The core ontological elements, being its 
types and relationships, have no embedded 
grammatical information and are as such language 
independent, but they are cross-referenced to terms 
and lexemes in various languages. Several features 
make LinKBase® the preferred ontology to eliminate 
some of the barriers to creating health information 
organizations; 1) LinKBase® is a language and 

application independent ontology 2) LinKBase® is 
integrated to and under the guidance of a formal 
upper level framework Basic Formal Ontology 
(BFO)1, 3) LinKBase® embedded the linguistic 
ontology framework Generalized Upper Model 
(GUM)2, 4) the types within LinKBase® are 
interconnected by a rich set of hierarchical 
relationship types, 5) LinKBase® unambiguity is 
supported by full definitions and 6) the LinKBase® 
ontology is connected to a lexicon of terms in various 
languages. 
Inherent to the interoperability of medical 
information systems, is the integration of the medical 
data within those systems. This task turns out to be a 
complex endeavor, not least because the different 
terminologies or databases that are to be integrated 
are often internally and mutually inconsistent. In this 
respect, LinKBase® can serve as a ‘translation hub’ 
between diverse third party terminologies, based on 
the fact that all these terminologies essentially speak 
about the same reality. This makes it possible to 
integrate them on the basis of a sound understanding 
of those basic categorical distinctions that are 
common to them all. 
 

STRUCTURE OF LINKBASE® 
To achieve a coherent framework, able to support 
reasoning applications, NLP and NLU, the 
LinKBase® ontology is founded on philosophical 
and linguistic theories. 
 
BFO1, a philosophically inspired upper-level 
ontology that focuses on the entities in reality at 
different levels of granularity and not on the human 
conceptualization of this reality, was used to structure 
the upper level of LinKBase®. Theories of endurants 
and perdurants3, mereology, topology, universals and 
particulars, biological classes and instantiations4, 
space and time and granular partitions5 are all 
included in the BFO theory. The main distinction in 
BFO is between the endurants (SNAP) and 
perdurants (SPAN). Endurants are those entities that 
endure through time, in contrast to perdurants, which 
unfold themselves through time and are never fully 
present at a given moment in time3. The LinKBase® 
hierarchy is integrated under and branches from the 
BFO upper level entities, representing general 
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categories such as processes, properties and objects. 
By using the BFO theory1, LinKBase® is not only 
provided with a rigorous philosophical classification 
of all its entities, but is provided with the set of 
axioms that govern BFO entities and the relationships 
among them as well. These axioms are used to apply 
modeling restrictions and guidance to prevent 
erroneous editing and to maintain and improve the 
structure of LinKBase®. More important however, 
the BFO definitions of ontological entities can be 
used by reasoning applications, including 
applications designed for NLP, and aid to the filtering 
out of erroneous synonyms and the disambiguation of 
ontological structures that are inherent to the 
processing of free text6. To support correct and 
precise linguistic reasoning, the LinKBase® 
hierarchical structure is very strict and every child 
type is a subclass of its parent’s class. Thus, the 
application of BFO-driven philosophical knowledge 
and axioms offers several advantages that are not 
present in application ontologies lacking a 
philosophical backbone. 

The structure of the LinKBase® mid-layer is partially 
structured according to the GUM2. The GUM is a 

general task and domain independent linguistically 
motivated ontology intended for organizing 
information for expression in natural language. In 
LinKBase®, the “processes” are organized based on 
their linguistic properties. This allows us, by using a 
GUM-based grammatical analysis, to convert the 
syntactic structure of a given sentence into an 
‘understandable’ structure of types and criteria. For 
example, we can determine that the actee (or object) 
and the actor (or subject) are identical in the 
sentences "The patient was treated by the doctor" and 
"The doctor treated the patient." In the sentence “The 
patient’s mother was involved in a car accident and 
injured her hand”, we deduce that “injured her hand” 
refers to the mother and is not referring to the patient 
(figure 1). In addition, we use the semantics to 
disambiguate the syntax by relating specific 
processes to specific actors and actees, e.g. a 
“treatment process” is related to the actee “patient” 
and the actor “healthcare professional”. Using this 
strategy, LinKBase® has the capacity to support 
NLU applications. 

TYPES 
The more than 570,000 LinKBase® types represent 
real-world entities and not concepts in the mind of 
conscious beings that are abstractions of what these 
beings think the real-world entities are. To enable 
semantic reasoning, the types are hierarchically 
structured using a realist approach: child types 

Figure 1  - Analysis of syntactical structure 
Syntactic analysis of the sentence: “The patient’s 
mother was involved in a car accident and 
injured her hand”. 

 

Figure 1 – Analysis of syntactical structure 
Syntactic analysis of the sentence “The patient’s 
mother was involved in a car accident and injured her 
hand”. 
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represent subclasses of a given parent for 100 % of 
the instances (figure 2A). Using this approach, the 
hierarchical relationships among LinKBase® types 
have a consistent meaning. In LinKBase®, for 
example, “rash” will never be a subclass of “allergic 
reaction” since it is not always allergic. However, in 
many classification systems that lack a strict 
hierarchical structure, such as ICD-97 or MEDCIN8, 
these situations do occur, hampering the use of 
algorithms in reasoning. Conflicts arise when 
analyzing the sentence “the patient was diagnosed 
with meningitis that was not due to infection” using 
an ontology in which “meningitis” is modeled as “a- 
 

 
consequence-of infection”. Following the realist 
approach, the creation of an additional subclass of 

“meningitis”, namely “infective meningitis”, forms a 
solution to this problem. “Infective meningitis is-a 
meningitis” ànd “a-consequence-of infection”. 
However, “aseptic meningitis”, the illness of the 
above mentioned patient, is ‘only’ “meningitis” and 
does not have a relationship, direct or inherited, to 
“infection”. Thus, the principle of 100 % criteria 
allows LinKBase® to support NLU applications 
where other ontologies fail. 
 
LinKBase® is a “living” ontology and types and 
subsequent relationships are added and edited on a 
daily basis by the modeling team. Although it is not 
required for types to be perfectly modeled from the 

beginning, the creation of new types and subsequent 
relationships is strictly regulated and new types can 
only be added if specific criteria are met9. 
 

RELATIONSHIPS 
The types in LinKBase® are linked into a semantic 
network by a rich set of relationship types (figure 
2B). Most relationships are based on theories, 
including BFO1, that deal with topics such as 
mereology and topology10,11, time and causality12 and 

Figure 2 - LinKBase® structure 
Screenshot of LinKBase® structure showing: 
A) hierarchical structure; all child types are a 
representation of their parent(s), B) several types of 
relationships to 3rd party terminologies (the HAS-CCC 
relationships) as well as to other LinKBase® types and 
C) the terms that are assigned to, in this example, the 
type FOOT. 

A B 
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models for semantics driven natural language 
understanding13,14. In addition, LinKBase® contains 
relationships that fall out of any theory but are 
essential to express important notions in the medical 
world. One example is “absence of entity”, 
considered a lack of entity and not a real entity in 
most theories, but needed to represent types such as 
“anuria”, “absence of blood” or “noninvasive”. Since 
it is not possible to consider absences as processes6, 
absences are represented as a relation between the 
“absent entity” and the “entity from which the related 
entity is absent”. This avoids the creation of “absent 
processes” and keeps the distance between the related 
types to a minimum, which is relevant to many 
LinKBase applications15. 
The LinKBase® relationship types are structured in a 
multi-parented hierarchy, taken into account both the 
formal realistic ontological implications and the 
linguistic aspects of the relationships. LinKBase® 
contains 383 different relationship types, covering 
many, often subtle, semantic differences; including 
spatial, temporal and process-related relationship 
types. New relationship types are added when the 
existing relationships are not capable to represent the 
semantics of new types or when new insights justify 
the creation of new relationship types that might 
provide a better quality assurance or are needed for 
certain applications. Within LinKBase®, we are 
currently revising the framework of “function” and 
“dysfunction”. New relationship types are needed to 
relate, for example, “function”, the function that the 
body part is supposed to perform, with “functioning 
process”, the body process that it is really performing 
at a given point in time. For this purpose, the 
relationship type “has-realisation” was created, going 
from “function” to the “functioning process”. The 
reverse relationship type is “is-realisation”. 
 
Within LinKBase®, formal or full definitions are 
created by those criteria, whether direct or inherited, 
that are necessary and sufficient to uniquely define 
the type (figure 3). 
 
The formal logic used by LinKBase® is an important 
prerequisite for an ontology with the ability to 
support reasoning applications16, since the system 
automatically infers that, if a real-world entity 
satisfies the full definition of a given domain-entity, 
it is an instance of that domain-entity. 
 
Only around 15 % of the total number of 
relationships within LinKBase® is covered by formal 
subsumption relationships. As a consequence, the 
structure of LinKBase® is much richer compared to 
 

 
Figure 3 - Formal or full definitions in LinKBase® 
Within LinKBase®, formal or full definitions are 
created by those criteria, which are necessary and 
sufficient to uniquely define the type. In this 
example, two full definitions are defined for the type 
ABDOMINAL ORGAN. 
 
other ontologies and terminology systems, in which 
type-relationships are often expressed as “narrower” 
or “broader”, as is the case for the Unified Medical 
Language System (UMLS)16. 
 

TERMS 
The LinKBase® ontology is connected to a lexicon 
of approximately 1.5 million terms. Terms are signs 
or symbols that are used to represent types in the real 
world. Terms can be synonyms, symbols, translations 
or, for example, singular or plural forms of the type 
name (figure 2C). In LinKBase®, the assignment of 
terms depends on the meaning of the types. Terms 
can only be assigned to types when they express 
exactly the same meaning in natural language. Bad 
synonym assignment often occurs because conditions 
are tightly connected in a medical cause-effect or 
symptom-disorder relation, as is the case for the 
SNOMED19, 20 type “viral gastroenteritis (disorder)” 
that is linked to the terms “viral diarrhea”, “viral 
vomiting” and “viral gastroenteritis”. Although this 
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example of SNOMED term assignment might be 
correct from a medical point of view and is suited for 
terminology standardization/coding applications it is 
not compatible with NLP/NLU applications and is 
thus avoided in LinKBase®. 
Next to types, criteria and relationships can receive 
terms as well; the criterion “has-happening-earlier-
than systole” has the term presystolic and the 
relationship “is-part-of” has the German term “ist-
ein-Teil”. Unlike types and relationships, terms can 
be stored in different languages. Thus, although 
LinKBase® itself is language independent, the 
assignment of multi-lingual terms and lexemes to its 
ontological elements allow the analysis of text in any 
European language. 
 

EDITING/MODELING PROCESSES 
An accurate and consistent modeling is not always 
obvious when dealing with a large and complex 
ontology as LinKBase®. To overcome this problem 
and to guide and assist the modelers, several 
mechanisms have been developed. These tools 
include management issues, such as hierarchical user 
privileges and log file reviews, and modeling 
guidance in which the BFO theory1 is used as 
automatic error detection. Both the BFO subsumption 
and disjoint axioms were implemented in 
LinKBase®. Of the BFO relationship axioms, only 
the domain-range restrictions were used. The axioms 
on the level of inference are not applied, but future 
work involves the application of these and other BFO 
axioms, to allow for further levels of inference. In 
addition, the BFO framework and the BFO partition 
theory are used as guidelines for the modelers to 
follow. 
 
hierarchical user privileges 
Hierarchical user privileges is a mechanism that 
assigns types to the modeler that created them. The 
users are organized in a hierarchical structure 
according to their skills and experience. Elements can 
only be modified by the ontologist who created the 
item or by a user at a higher level in the hierarchy. In 
this way, erroneous modeling of an already correctly 
modeled type is prevented as well as repetitive 
modeling of a certain type by different modelers. 
 
log files 
Every action performed by a modeler is stored in a 
log file. In the case of erroneous modeling, one can 
go back to the log files and check what went wrong, 
in order to be able to correct their mistake(s). In 
addition, the log files can be used for training 
purposes, in which the work of an ontologist is 
reviewed by an experienced ontologist and the 
performed actions are discussed. 

relationship type domain-range restrictions 
One method enforced by LinkFactory®21, the 
ontology management system used to edit, store and 
maintain LinKBase®, in order to limit the amount of 
modeling errors is domain-range restriction. A 
domain-range restriction on a relationship type limits 
the amount of types to which the relationship can 
refer, since that specific relationship type can only 
relate types that are located within its domain. These 
domain-range attributes have values corresponding to 
the SNAP and SPAN entities of BFO3 between which 
they apply. In addition, the embedded GUM theory2 
and the linguistically structured processes allow the 
further refinement of domain-range restrictions to the 
mid-layer and linguistic layer of LinKBase® as well. 
For example, the relationship type “has-theme” holds 
between an endurant and a motion process and the 
theme is the entity that is displaced in the motion 
process (e.g. “excision of kidney has-theme kidney”). 
The source of the relationship type “has-actee”, an 
actee is someone or something that passively 
undergoes, is changed by, or is directly affected by a 
predicate, is always a-kind-of the linguistic process 
“directed action” (e.g. “treatment of acne has-actee 
acne”). Since both the relationship types and the 
types within LinKBase® are hierarchically 
structured, the relationship type domain-range 
restriction applies to the subtypes of the relationship 
type and type(s) in question as well. The relationship 
type “has-theme”, is a further refinement of the “has-
participant” relationship type, valid between 
processes and endurants, of which it is a subclass. 
If a modeler tries to link a type to another type that is 
not within the domain of the specific relationship 
type used, the modeler receives a warning that a 
restriction is violated and has to revise his modeling. 
 
disjoint restrictions 
Another method enforced by LinkFactory®21 to avoid 
modeling errors and to enhance the quality of 
LinKBase® is disjoint restriction. When two types 
are made disjoint, this implies that no type can be a 
subclass of both disjoint types. These checks are 
performed in real-time and the modeler receives a 
disjoint violation warning whenever he wants to 
make a type a subclass of both disjoint types. In 
addition, when (re)structuring the ontology, disjoint 
violations support the creation of a valid model of 
reality. Examples of disjoints in LinKBase® are the 
endurants (SNAP) and perdurants (SPAN) and the 
categories Corpuscular (e.g. organisms and organs) 
and Non-Corpuscular (e.g. tissues and liquids). 
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THE META- AND DOMAIN-MAPPING 
FRAMEWORK 

In LinKBase®, the domain-entity is defined as the set 
of types and their relationships that always have a 
consistent meaning. Outside this domain, in an area 
called the meta-entity, the 3rd party terminologies are 
located, standard classification systems such as ICD97 
and SNOMED19, 20. The external ontologies are stored 
in their exact original style and structure and are 
linked to the LinKBase® domain-entity by specific 
formal relationship types22. This framework of a 
central domain-ontology linked to external (medical) 
information sources is called the “meta- and domain-
mapping framework”. Table 1 contains an overview 
of some of the most important 3rd party terminologies 
that are linked to LinKBase®.  
 
Table 1 - Absolute number of meta-entity type names 
appended and subsequently processed within 
LinkBase®. 
 

 
 
a Meta-entity type name 
b LinkBase® knowledge name 
 
The “meta- and domain-mapping framework” has 
several advantages compared to a direct integration of 
external ontologies, such as the reusability of existing 
mappings, the ability to cross map several data 
sources and the ability to transpose divergent levels 
of granularity between external information sources. 
However, it also requires a careful mapping 
procedure to the central domain ontology 
LinKBase®, since the different information sources 
often have internally and mutually inconsistent 
structures22. Through the implementation of the 
“meta- and domain-mapping framework” 
LinKBase® becomes the ontology of choice to serve 
as a “translation-hub” between diverse 3rd party 
terminologies. Indeed, other ontologies that integrate 
several different 3rd party terminologies do exist, such 

as the UMLS16. Why then, do we claim that 
LinKBase® is the preferred ontology for data 
integration? Is the UMLS®16, for this application, not 
a useful source? A comparison between LinKBase® 
and the UMLS®16 will shed a light on the differences 
in structure and potential applications. 
 

LINKBASE® VERSUS THE UMLS® 
Within the Metathesaurus of the UMLS®16, a large 
number of different source vocabularies and 
classification systems, e.g. ICD97, Meddra23 and 
SNOMED19, 20, are integrated with the purpose to 
facilitate the development of NLP/NLU computer 
systems and to overcome disparities in language, 
granularity and perspective. When integrating 
different vocabularies, it is important to respect the 
original structure and granularity of the source 
vocabularies. If not, circular hierarchical relationships 
might occur, as has been described in Bodenreider24. 
For example, in the UMLS® Metathesaurus, 
“maduromycosis” is related to “mycetoma of foot” in 
one vocabulary and to “eumycotic mycetoma” in 
another one. In LinKBase®, however, “eumycotic 
mycetoma” (mycetoma caused by fungi) and 
“mycetoma of foot” are child types of “mycetoma” 
(synonym of maduromycosis). The types are modeled 
according to their  meaning and linked to their 
respective information sources, thus keeping a 
consistent and realistic view of the world (see figure 
4). 
 
A second distinction between the UMLS®16 and 
LinKBase® are the relationship types and more 
specific the hierarchy within. Whereas LinKBase® 
follows a realist approach resulting in relationship 
types with a consistent meaning and child types that 
represent subclasses of a given parent for 100 % of 
the instances, this is not the case for the UMLS®. 
The hierarchical relationship types of the UMLS® 
can be both parent-child relationship types, 
comparable to the ones used in LinKBase®, or 
broader/narrower-than relationship types. An 
example of the latter is “toe is-a foot”. Although a toe 
is part of the foot, it certainly is not a kind-of foot and  
hence should not be placed as a subclass of “foot”.  
Within LinKBase®, this problem is solved by 
creation of the type “foot structure” with the 
subclasses “foot”, referring to the extremity foot, and 
“foot part”. “Foot part”, in turn, contains the 
subclasses “toe part” and “toe”, which refers to the 
digit toe25 (figure 5). This consistent class-subclass 
hierarchy of LinKBase® is a huge asset compared to 
the UMLS ® hierarchy when considering NLP/NLU 
applications, since it avoids misclassification and 
allows clear and correct crossmapping. 
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 Figure – 4 Comparison between LinKBase® 
(right panel) and the UMLS (left panel, see text 
for details) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
When comparing LinKBase® to the UMLS®, we can 
conclude that LinKBase® is more suited for 
NLP/NLU applications. Conflicting relationships and 
the lack of a consistent hierarchy makes the mapping 
of free text to UMLS® a highly error-prone task. An 
example of a LinKBase®-based NLP/NLU 

application is the development of an information 
extraction application for extraction of findings and 
procedures and their related context information, 
encoded into SNOMED according to the SNOMED 
Context Model guidelines26. Another example of a 
LinKBase®-based NLP/NLU application is the 
extraction of patient-related suicide- and self-harm 
behavior from medical reports that were generated 
during clinical trials. This aim of this project was to 
enhance data retrieval and to decrease manual review. 
In a first pilot study, based on 153 documents, the 
accuracy was more than 99 % (based on precision 
and recall against manual annotations). 
 

CONCLUSION 
The novelty of LinKBase® compared to other 
terminologies is the LinKBase® “meta- and domain-
mapping framework”. This framework of 3rd party 
terminologies, linked to the LinKBase® domain-
entity, makes exchange, management and integration 
of data possible. The application-independency of 
LinKBase®, its strong framework based on 
established ontological theories, combined with a rich 
set of hierarchical relationship types, without any 
doubt, creates a flexible yet powerful ontology.  

Figure 5 - LinKBase® class-subclass structure 
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Amid growing public concern about the spread of 
infectious diseases such as avian influenza and SARS, there 
is an increasing need for collecting timely and reliable 
information about disease outbreaks from natural language 
data such as online news articles.  In this paper we 
introduce BioCaster, a text mining-based system for 
infectious disease detection and tracking currently being 
developed, and discuss the development of a domain 
ontology and schema for the annotation of terms.  In 
particular we focus on the comparison between two 
approaches, 1) a traditional task-oriented approach with a 
simple schema that does not strictly follow ontological 
principles, and 2) a formal approach which is ontologically 
well-founded but adds extra requirements to the annotation 
schema.  We report on several critical problems that were 
highlighted by an entity annotation experiment, 
attributable to the purely task-oriented ontology design. A 
second experiment based on a formally constructed 
ontology produced improved annotation results despite the 
apparent complexity of the annotation schema. 

1. INTRODUCTION 

As shown by the recent outbreak of Severe Acute 
Respiratory Syndrome (SARS) and emerging cases 
of avian influenza, infectious diseases have the 
potential to spread rapidly through person-to-person 
transmission within densely populated areas and 
across country borders through international air 
travel. The first line of defense against rapidly 
spreading diseases is surveillance, led by the World 
Health Organization (WHO) and national health 
authorities. Catching an outbreak earlier has clear 
implications for both morbidity and mortality as well 
as the feasibility of containment [1].  However a lack 
of surveillance system infrastructure in Southeast 
Asia, which is currently the focus of an avian H5N1 
epidemic is seen as hindering control efforts. In 
addition to traditional surrogate methods such as 
reporting notifiable diseases and over-the-counter 
(OTC) sales monitoring, public health experts are 
increasingly considering news and other reports 
available on the World Wide Web (Web) as a cost-
effective means of helping to find and track early 
cluster cases, enabling a timely and appropriate 
response. Such rumour-based information may be of 

particular value for assessing possible outbreaks in 
areas where formal reporting procedures are absent 
or not well established.  
  Several major challenges exist in locating Web-
based information in a timely manner using 
traditional search methods:  (1) the massively 
increasing volume of dynamically changing 
unstructured news data available on the Web makes 
it extremely difficult to obtain a clear picture of an 
outbreak in a timely manner, (2) the large-scale 
republication of reports from centralized news 
agencies requires redundancy to be identified and 
removed, (3) the initial reports of an outbreak are 
contained in only a few news articles which will 
usually be overlooked by traditional search engines 
which use keyword indexing, (4) the first reports of 
an infectious disease will often be reported in local 
news media which are only available in the local 
language.  Experience has shown that this requires 
computer systems to have at least a partial 
understanding of the domain through ontologies, 
term lists and databases as well as specialized 
multilingual resources.   
  To address the information needs in the domain of 
infectious disease outbreaks, standard Information 
Extraction technology has been adapted for 
retrospective archive search [2] but only a few 
systems are currently actively deployed with the most 
prominent being the Global Public Health 
Intelligence Network (GPHIN) [3], a successful but 
semi-closed system used by the WHO. We are now 
developing BioCaster, a text mining system based on 
an openly available multilingual ontology for 
proactive notification about priority disease 
outbreaks. A key component of the BioCaster system 
is the use of automated learning methods to identify 
novel entities and events using features derived from 
annotated examples in a multilingual collection of 
news articles. The initial target languages are English, 
Japanese, Vietnamese and Thai.  
   In our early development of BioCaster it became 
clear that we needed a rigorous schema for markable 
entities.  Since the system relies on high quality 
human annotated training data for constructing 
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named entity recognizers (NERs), any inconsistency 
introduced into the annotation schema by ontological 
inconsistencies should be harmful for annotation 
performance, both human and machine.  Surprisingly 
while there have been several studies on the mapping  
problem between terms and coding systems such as 
the UMLS Metathesaurus [4] as well as biomedical 
annotation experiments [5] [6] [7] there have been to 
the best of our knowledge no studies conducted into 
the method by which new domain models suitable for 
biomedical text mining should be organized.  We 
report here on our initial experience which showed 
that the task-oriented annotation schema based on a 
poorly-considered domain ontology can indeed be 
harmful to accuracy. Re-organizing this schema 
using well founded ontological principles produced 
better results, despite the added complexity. 

2. USER NEEDS 

Epidemiologists are concerned with the 
circumstances in which diseases occur in a 
population and the factors that influence their 
incidence, spread, recognition and control.  Our 
initial discussions with domain experts at the 
National Institute of Infectious Diseases revealed 
several common scenarios for gathering information 
from Web news including cases involving the spread 
of a communicable disease across international 
borders and the contamination of blood products. 
From these initial discussions we collected examples 
of early outbreak news reports and compiled a list of 
significant entity classes which included DISEASE1, 
CASE, LOCATION SYMPTOM, TIME, DRUG, etc. 

Subsequent follow up discussions and examination 
of the literature revealed that we can categorize these 
concepts according to the information needs of the 
scientists as shown in Table 1. 
   Genetic epidemiology adds another dimension to 
the information needs as the genetic makeup of the 
host plays a key role in determining susceptibility or 
resistance to pathogens. We therefore chose to add in 
a further level of detail about the host which includes 
genes and their products, identified with a §.  Finally 
we had 19 categories of concepts which we want to 
identify in news texts (Table 2).  

3. CONSIDERATION ON TWO APPROACHES 

At this stage we were aware that some of the 
important concepts in Table 2 are contextually-
dependent and intrinsically different from others.  
For example, CASE and TRANSMISSION represent 
roles (discussed in [8] [9] [10] [11] among others) 
which are dependent on the existence of events they 

                                                           
1 We will adopt here the notation of using all upper case for 
domain entity classes. 

participate in, while most others, such as PERSON, 
BACTERIA, and NON_HUMAN, represent types.   
   We had two options for constructing the ontology 
and annotation schema, according to how to deal 
with concepts of a different nature. The first 
approach is rather task-oriented. Here we do not 
make any distinction between context-dependent 
concepts and others. This results in a somewhat 
simpler ontology: all categories of concepts are 
represented as classes which follow a disjoint entity 
class principal that has been the underlying premise 
of NERs. The corresponding annotation schema will 
also be simpler, since instances of context-dependent 
classes are annotated in the same way as those of 
other classes, e.g. 
 
<NAME cl="PERSON">Kofi Annan</NAME> 
<NAME cl="CASE">a 12 year-old girl</NAME> infected 
with H5N1 
 
(The details of this schema will be given in the next 
section.) In this task-oriented approach, we can 
annotate exactly what the event frame needs to 
identify.  For example, we can exclude from 
annotation non-named, non-case mentions, which we 
are not interested in.  A defect of this approach is that 
it is not ontologically well-founded. 
   The alternative approach is a more formal one 
where we make a clear distinction between context-
dependent concepts and others, based on well-
founded ontological principles.  The result is likely to 
be a more complex ontology in which context-
dependent concepts have a different status from other 
concepts. The corresponding annotation schema will 
also be more complex as well, since roles are 
annotated in a different way from those of entity 
classes.  In order to achieve ontological consistency 
we also need to annotate more mentions than the 
former approach, including those that will not 
instantiate event frames.   
  From the two approaches above, out of expediency 
we chose the former for the first annotation 
experiment.  The reason being that it seemed easier 
for annotators and that we could find almost no 
precedent works in named entity annotation which 
dealt with formal analysis of entities and role 
concepts. 

4. ANNOTATION EXPERIMENT 1 

4.1 Method 
Based on the list of categories of concepts in Table 2, 
we constructed the ontology shown in Figure 1.  Note 
that CASE and TRANSMISSION, which represent  
 

78



 
 
 

Focus Description Example properties Concept types 
Agent Pathogens Infectivity, pathogenicity, virulence, incubation 

period, communicability 
VIRUS, BACTERIA, 
PARASITE*, FUNGI* 

Transmission The delivery or dispersal 
method 

Dermal, oral, respiratory TRANSMISSION 

Host Persons carrying a 
disease 

Age, gender, occupation,  CASE, SYMPTOM, DISEASE, 
ANATOMY, DNA§, RNA§, 
PROTEIN§ 

Environment Location and climate Large population centre, enclosed building, mass 
transport system, rural village 

LOCATION, TIME 

* Not included in the current schema 
§ Genetic level entities 

Table 1  Categorization of concepts 

 

 
 
Classes Examples Description 
ANATOMY liver, pancreas, nervous system, eLa cel,  Body parts including tissues and cells 
BACTERIA Escherichia coli O157, tubercle bacillus Eubacteria 
CASE a 35-year-old woman, the third case Confirmed cases of diseases 
NT_CHEMICAL  beryllium, organophosphate pesticide Chemicals intended for non-therapeutic purposes *1 
T_CHEMICAL  Relenza, immunosuppressive drug, oseltamivir Chemicals intended for the treatment of diseases*1 
CONTROL stamping out, screening, vaccination Control measures to lower the risk of transmission of a 

disease  
DISEASE H5N1 avian influenza, SARS, cholera A deviation in the normal functioning of the host caused 

by a persistent agent (pathogen) or some environmental 
factor 

DNA Sp1 site, triple-A, c-jun gene Includes the names of DNAs, groups, families, molecules, 
domains and regions*2 

LOCATION Viet Nam, Jakarta, Sumatra Island, Asia A politically or geographically defined location*3 
NON_HUMAN civet cats, poultry, flies Multi-cell organism other than humans, i.e. "animals"  
ORGANIZATION the Ministry of Health, WHO, Pasteur Institute Corporate, governmental, or other organizational entity*3 
PERSON Jean Chretien, Murray McQuigge A named person or family 
PRODUCT botulism antitoxin, Influenza vaccine Biological product, (e.g. vaccines, immune sera) 
PROTEIN STAT, RNA polymerase II alpha subunit Includes the names of proteins, groups, families, 

molecules, complexes and substructures*2 
RNA IL-2R alpha transcripts, TNF mRNA Includes the names of RNAs, groups, families, molecules, 

domains and regions*2 
SYMPTOM cough, fever, dehydration, convulsion Alterations in the appearance of a case due to a disease 
TIME Tue Jan 3, winter, March, since October, 2003 Temporal expressions that can be anchored on a 

timeline*4 
TRANSMISSION HIV-tainted blood products, BSE-infected cows Source of infection 
VIRUS Ebola virus, HIV Viruses such as HIV, HTLV, EBV *2 
Descriptions marked with *1 , *2, *3, *4 are based on those in MeSH [12],  GENIA ontology [13], MUC-7 [14], and HUB-4 [15],  
respectively. 

Table 2  List of classes of markable concepts 
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In the annotation schema used in the example above, 
the attribute cl takes the entity class label as its value.  
For example "<NAME cl="PERSON">Kofi 
Annan</NAME>" means that the entity mentioned 
by "Kofi Annan" is related to the class PERSON.  
The reason for using this rather vague expression is 
to cover two relations between mentioned entities 
and the ontology we want to describe.  The first is "is 
an instance of", and the other one is "is a subclass of".  
Some of the markable texts mention a particular and 
others mention a universal.  For example, names of 
persons, locations and organizations are usually used 
to refer to a particular, whereas names of chemical 
substance, viruses and proteins are often used to refer 
to universals.  This is one of the factors which makes 
ontology-based annotation a complicated process. It 
should be noted though that we intend to work 
towards a clear distinction between the two relations 
in future work. 

4.2 Annotation results and problems Figure 1  Initial domain ontology  (simplified) 
During the first annotation experiment, we had many 
problem reports form annotators, and found a 
significant number of inconsistencies in the 
annotation results.  Most of the problems could be 
traced back to poor design of the domain ontology 
and the annotation schema.  Follow up analysis on 
the corpus yielded the following symptoms of error: 

 
roles, have the same status as other classes since we 
adopted the task-oriented approach as discussed in 
the last section. We developed annotation guidelines 
to annotate non-overlapping mentions related to the 
classes in news articles and hired two PhD 
informatics students as annotators. After 1-week of 
training consisting of guideline review, case study 
discussions and test cases, we started the annotation 
process with 200 news articles taken from domain 
sources, including WHO epidemic reports, IRIN, and 
Reuter news. 

 
Gaps in the annotation schema shown by the 
existence of mentions to entities which it is 
desirable to annotate but the annotation schema 
does not cover. 

• 

• 

• 

   In order to restrict the markable mentions to exactly 
those that we aimed to identify with the text mining 
system, we defined CASE as the class of confirmed 
cases which are unnamed, and PERSON as the class 
of named persons who are not cases.  We considered 
this would narrow down the number of markable 
mentions since unnamed mentions for non-cases need 
not be annotated.  We also instructed annotators to 
markup only the single most appropriate class, 
prohibited multiple classes.  An example of annotated 
text is shown below: 

Ambiguity between context-dependent concepts 
and context-independent ones 
Idiosyncratic annotations which are forced on 
annotators due to the disjoint entity class 
principal.  

 
Gaps in the annotation schema 
At the initial stage of our analysis we considered that 
distinguishing CASE (as confirmed cases of a disease 
which are unnamed humans) from PERSON (named 
persons who are not cases of a disease) was rather 
natural, since CASE entities are in general 
anonymous.  However, in the news articles there 
were some examples where cases were mentioned by 
name as follows:  

 
The <NAME cl="ORGANIZATION">Ministry of 
Health</NAME> in <NAME cl="LOCATION"> 
Indonesia</NAME> has today confirmed <NAME 
cl="CASE">a fatal human case</NAME> of 
<NAME cl="DISEASE">H5N1 avian 
influenza</NAME>.   <NAME cl="CASE">A 27-
year-old woman</NAME> from <NAME 
cl="LOCATION">Jakarta</NAME> developed 
symptoms on <NAME cl="TIME">17 
September</NAME>.  She contracted the virus from 
close contact with infected <NAME 
cl="TRANSMISSION">birds</NAME>. 

 
E1 Tests carried out in a UK laboratory confirmed 

that M.A and F died from the H5N1 strain2 
 
In addition, we found that there were more frequent 
mentions of putative cases than we had expected.  
                                                           
2 In this example we only show initials of the victims' names. 
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These mentions were often annotated as CASE by 
annotators although we restricted the scope of this 
class only to confirmed cases.   
 
E2 a Taiwanese is suspected to have died of SARS 
 
Follow up discussions with public health experts 
revealed that mentions of putative cases are 
important, especially in the early stages of disease 
outbreaks, and we concluded that they should be 
identified by the system.  However, the existing 
framework made them difficult to capture. 
 
Ambiguity caused by context-dependent concepts  
One of the classes which confused annotators most 
was TRANSMISSION (source of infection).  Below 
are typical examples of problematic cases. 
 
E3 Victims contract the virus from close contact 

with infected birds 
E4 There is no known cure for Ebola, which is 

transmitted via infected body fluids 
E5 An Irish woman infected with Hepatitis C by a 

contaminated blood product 
E6 18 hospitalized after consuming chapattis 
 
Annotators had a problem in annotating ‘birds' in E3 
since those can be classified as both 
TRANSMISSION and NON_HUMAN (animals).  
‘Body fluid’ in E4 is also ambiguous between 
TRANSMISSION and ANATOMY (body parts), and 
also ‘blood product’ in E5 is ambiguous between 
TRANSMISSION and PRODUCT (biological 
product).  Most of the TRANSMISSION instances 
found in the text were those which could be 
categorized as NON_HUMAN, and the cases which 
belonged only to TRANSMISSION, such as 
‘chapattis’ in  E6, were very few. 
 
Idiosyncratic annotations due to the disjoint entity 
class principal 
 
E7 <NAME cl="PERSON">Hudd</NAME> has 

written several books on music hall and 
Variety... 

E8 Doctors later diagnosed <NAME 
cl="CASE">Hudd</NAME> with a chest 
infection... 

 
In the example above, it is clearly undesirable that 
the same entity is related to PERSON in E7 and 
CASE in E8.  Although the annotator was aware of 
the choices the principal of disjoint classes forced a 
choice. 

4.3 Empirical results from training an NER 
We trained a support vector machine [13] (for details, 
see Takeuchi and Collier [14]) for named entity 
recognition based on the annotated corpus of 200 
news articles. 10-fold cross validation experiments 
were performed using TinySVM3. A -2/+1 features 
window was used that included surface word, 
orthography, biomedical prefixes/suffixes, lemma, 
head noun and previous class predications. The F-
score for the all classes in Table 2 was 76.96.  
Among the problematic classes were found to be 
PERSON, CASE and NON_HUMAN (many 
instances of which had ambiguity with 
TRANSMISSION) which had F-scores below our 
expectation: PERSON (54.95), CASE (53.17), 
NON_HUMAN (68.0).   

5. ANNOTATION EXPERIMENT 2 

5.1 Re-examination of the approach 
Although we chose the task-oriented approach for its 
simplicity and ease of implementation  the results 
from automatic NER and subsequent corpus analysis 
revealed that problems arose because we made no 
clear distinction between context-dependent and 
context-independent classes.  We decided to take an 
alternative, formal and linguistically-sound approach, 
and distinguish context-dependent concepts from 
others in both the ontology and the annotation 
schema. 

5.2 Classification of concepts 
The first step was to use the classification method 
proposed by Guarino and Welty ([9] and [10]) which 
is based on meta-properties (rigidity, identity, 
dependency), in order to classify categories of 
concepts in Table 2.  Definitions of the meta-
properties we used are as follows: 
 
 
<Rigidity> ([10], p.4) 
rigid property φ(+R): ∀x φ(x) → □φ(x) 
anti-rigid property φ(~R): ∀x φ(x) →￢□φ(x) 
 
<Identity> ([10], p.5) 
Identity Condition (IC): An identity condition is a 
formula Γ that satisfies either of the followings4: 
 

 
                                                           
3 Available from http://cl.aist-nara.ac.jp/~taku-
ku/software/TinySVM 
4 In [9], further restrictions are added in order to avoid 1) the case 
where the necessary IC definition  becomes trivially true regardless 
of the truth value of the formula x=y  and 2) the case where Γ(x, y, 
t, t') is false and that makes the sufficient IC definition trivially true.  
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 rigidity identity (supplying) identity (carrying) dependency classification 
ANATOMY +R +O + I - D Type 
BACTERIA +R +O + I - D Type 
CASE ~R - O + I +D Material Role 
NT_CHEMICAL  ~R - O + I +D Material Role 
T_CHEMICAL  ~R - O + I +D Material Role 
CONTROL ~R *1 - O*2 + I +D Material Role 
DISEASE +R +O*3 + I  +D Type 
DNA +R +O + I - D Type 
LOCATION +R +O + I - D Type 
NON_HUMAN +R +O + I - D Type 
ORGANIZATION +R +O + I - D Type 
PERSON +R +O + I - D Type 
PRODUCT +R +O + I +D Type 
PROTEIN +R +O + I - D Type 
RNA +R +O + I - D Type 
SYMPTOM +R +O + I +D Type 
TIME +R +O + I - D Type 
VIRUS +R +O + I - D Type 
TRANSMISSION ~R - O - I +D Formal Role 
*1 We consider that this class is anti-rigid, since it is possible that an action which is an instance of CONTROL in the current world is not an 
instance of CONTROL in some other accessible world.  The same action may be conducted for different purposes in different worlds.  
*2 This class includes events.  In DOLCE top level categories (Gangemi et al.[19]), Events are under the class of Perdurant/Occurrence.  It 
seems to be controversial what the identity condition for events should be. Davidson [20] proposes a condition such that "events are identical 
if and only if they have exactly the same causes and effects".  In any case it should be reasonable to assume that this class itself does not 
supply ICs but inherits them from the upper level classes.    
*3 What we consider ICs for this class is as follows: Two instances of diseases are identical iff the two are experienced by the same host at 
the same time, are caused by the same agent (e.g. H5N1 virus for "H5N1 avian influenza") and have the same set of characteristic 
alterations/symptoms (e.g. inflammation of the lung for "pneumonia"). 

Table 3: Classification of concepts 

 
necessary IC: E(x, t)∧φ(x, t)∧E(x, t')∧φ(y, t')∧
x=y →Γ(x, y, t, t')   
sufficient IC: E(x, t)∧φ(x, t)∧E(x, t')∧φ(y, t')∧
Γ(x, y, t, t') →x=y    
        (E : "actually exist at time t") 
 
Any property φ  carries an IC (+I) iff it is 
subsumed by a property supplying that IC. 
A property φ supplies an IC (+O) iff i) it is rigid; 
ii) there is a necessary or sufficient IC for it; and iii) 
the same IC is not carried by all the properties 
subsuming φ. 
 
<Dependency>  ([10], p.7) 
externally dependent property φ (+D): 
∀x□(φ(x) →∃y ω(y) ∧￢P(y, x) ∧￢C(y, x)) 
         (P: "is a part of") 
         (C: "is a constituent of") 
 
Classification results are shown in Table 3.  Most 
concepts such as ANATOMY, NON_HUMAN, and 
PERSON are classified as Type, whereas the 
concepts which were problematic in the first 

experiment were classified as Role: 
TRANSMISSION (Formal Role) and CASE 
(Material Role).  According to the further 
classification of non-rigid concepts by Kaneiwa and 
Mizoguchi [18], these cases are classified as time-
dependent concepts. 

5.3 Modification of the schema 
For some of the roles in Table 3, we modified their 
status in the annotation schema. 
 
CASE 
CASE and PERSON were problematic since we 
distinguished them according to the form of 
expression (unnamed/named), in addition to the 
case/non-case distinction.  In order to cover the 
mentions which could not be annotated in the first 
experiment, we extended the scope of the PERSON 
class to include person instances in general, and 
eliminate the unnamed/named and case/non-case 
distinctions.  We modified the annotation schema so 
that CASE is not the value of cl attribute, but is the 
case attribute which applies to the referred instance 
of PERSON.  This attribute takes the value true when 
the mentioned instance is a confirmed case of disease, 
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false when the instance is not a case, and putative 
when the instance is a suspected case.  Named case 
mentions and suspected case mentions are annotated 
as follows: 
 
E9 Tests carried out in a UK laboratory confirmed 

that <NAME cl="PERSON" 
case="true">M.A</NAME>...  

 
E10 <NAME cl="PERSON" case="putative">a 

Taiwanese</NAME> is suspected to have died 
of SARS 

 
The meaning of case attribute-value pairs can be 
described in logical description and natural language 
as follows: 
 
<...cl="PERSON" case="true">John</...>: case(j)  
"It is true that the person j mentioned by "John" is an 
instance of the CASE class" 
 
<...cl="PERSON" case="false">John</...>: ￢case(j)  
"It is false that the person j mentioned by "John" is 
an instance of the CASE class" 
 
<...cl="PERSON" case="putative">John</..>:  
◇case(j)  
"It is possible that the person j mentioned by "John" 
is an instance of the CASE class" 
 
As shown above, the values of the case attribute 
correspond to logical operators such as ￢ and ◇.  
The values of case attributes specify the modes of 
linkage between the referred concept and the CASE 
class.  The formal basis we had in mind when 
formulating the case attribute are as follows: 1) every 
instance of a non-rigid class must be an instance of 
some rigid class,  2) the relations between a non-rigid 
class and its instance are often modified by 
modal/temporal operators.  The first point drove us to 
create the case attribute which apply to instances of 
some rigid class, here, PERSON.   The second point 
is the motivation for us to set values to include 
negative and modal operators.  This schema can be 
extended if we allow a wider value range for the case 
attribute to include other modal/temporal operators, 
although currently we restrict the values to the three 
above.   
   It is worth noting that there is a trade-off between 
this revised schema and the former schema which is 
that we have increased the number of the markable 
entities, since we need to annotate unnamed, non-
case mentions which are not directly related to the 
purpose of the system. 
 
 

TRANSMISSION 
We defined the transmission attribute which applies 
to mentions of ANATOMY, PRODUCT, PERSON 
and NON_HUMAN classes.  As shown in the 
following examples, 'birds' are always related to 
NON_HUMAN, and take a 'true' value only when 
they are mentioned as a source of infection.  It can 
also take a 'putative' value to cover mentions to 
possible sources of infection. 
 
E11 Victims contract the virus from close contact 

with infected <NAME cl="NON_HUMAN 
transmission="true">birds</NAME> 

 
 
T_CHEMICAL /NT_CHEMICAL 
Concept classification revealed that T_CHEMICAL 
and NT_CHEMICAL have "the situation dependency 
obtained from extending types" discussed in [18] and 
have the same status as 'weapon' and 'table'. 
T_CHEMICAL includes chemicals mentioned as 
drugs in any context and those regarded as drugs in 
some context.  Here we removed the two classes and 
made the parent node CHEMICAL as a class for 
annotation. 
   We then defined therapeutic attribute which applies 
to mentions of CHEMICAL and takes the value true 
when the entity is intended for therapeutic use and 
false otherwise. 
 
   As a result of the modifications above, our revised 
ontology is shown in Figure 2.  We also added new 
classes CONDITION (status of patients: 
'hospitalized' 'died 'in critical condition', etc) and 
OUTBREAK (collective disease incident: 'outbreak', 
'pandemic', etc).  Information about CONDITION is 
important for experts to know the rate of 
hospitalization and death and determine the alert 
level. Mentions of OUTBREAK include expressions 
which are specific to disease outbreak news, 
increasing the specificity of our detection system. We 
located PERSON and NON_HUMAN under metazoa, 
and added a number attribute (which takes one or 
many as its value) to be applied to PERSON 
instances.   
   With insights from the revised ontology we also 
changed the annotation method by dividing the 
process into two distinct stages as shown in Figure 3: 
1) annotation of mentions to non-role (rigid) 
concepts and 2) annotation of role (non-rigid) 
concepts. 
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Figure 2  Current ontology (simplified) 

 
 

1. Annotation of Type (rigid) concepts

2. Annotation of Role (non-rigid) concepts

3. Coreference annotation

4. Event 
annotation

1. Annotation of Type (rigid) concepts

2. Annotation of Role (non-rigid) concepts

3. Coreference annotation

4. Event 
annotation

 
Figure 3  Annotation schedule 

5.4 Results of annotation and NE recognizer 
training 
We asked three PhD students to annotate a further 
300 news articles.  This time we used the revised 
annotation method 1 and 2 shown in Figure 3.   
   As a result of distinguishing between Role concepts 
(case, transmission, therapeutic) from others in the 
annotation schema, problem reports on these classes 
were reduced, and the annotation results were also 
improved.  Contrary to our expectations, the 
complexity of the new annotation schema and the 
increased number of markable mentions seemed to 
have no negative influence on the annotator’s speed. 
   The improvement can be seen empirically in the 
NER results. We re-annotated the corpus used in the 
first experiment using the revised annotation schema. 
This time the F-score for all classes rose to 79.96 (+3 
compared to the previous result).  Especially, 

significant increases of the F score were observed in 
the classes for PERSON (66.28; +11.33 compared to 
the previous result), case mentions among PERSON 
(65.63; +12.46), and NON_HUMAN (73.21; +5.21).  

5.5 Remaining issues 
Some of the problems reported in this second 
experiment were related to context dependency (anti-
rigidity, situation dependency) discussed in Section 
6.2.   
   The most difficult class seemed to be CONTROL 
(control measures to lower the risk of diseases).  As 
shown in Table 3, we consider this class is also non-
rigid, and it includes mentions which refer to 
subclasses of the CONTROL class regardless of 
situation ("quarantine" "vaccination"), and others 
which can be a control measure depending on the 
situation ("warning" "blockade").  This characteristic 
seems to cause the difficulty. 
   So far we have resolved the complexity of non-
rigid concepts by defining attributes which apply to 
instances of rigid classes (e.g. the case attribute for 
the class PERSON).  This strategy, however does not 
seem to be effective for CONTROL since it is not 
easy to identify a rigid superclass for CONTROL 
which can be realistically annotated in the text.  For 
example, EVENT can be considered as a rigid class 
subsuming CONTROL, but currently it is not 
realistic to manually annotate every mention of an 
event.  Currently we are seeking for a way to deal 
with this problem. 

6. CONCLUSION 

The study in this paper was motivated by our need 
for a high quality annotation schema to support 
detection of novel entities in the infectious disease 
outbreak domain. We discussed two experiments 
based on alternative approaches for constructing an 
ontology-based annotation schema. The amount of 
data in our study is relatively small but empirical 
results indicate support for our view that there is a 
positive effect in adopting well founded ontological 
principals over an ad-hoc task-based approach. 
Although this study is not a formal evaluation of 
ontologies, it is still an evaluation from the viewpoint 
of ontology application to the task of natural 
language annotation.  The classification method of 
Guarino and Welty ([9], [10]) which was originally 
proposed to achieve consistency in the 
configurational structure of ontologies, was adapted 
and found to be useful for improving annotation 
performance.   
   An alternative possibility exists which we have not 
addressed in this paper which is to reformulate the 
tradition NER task to allow for overlapping (nested) 
and multi-class entities. This however introduces 
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significant additional complications in both the 
recognizer models and in the annotation schema so 
we have adopted a less radical formulation in this 
work. 
   As the next step in this study, we are now 
extending our simple taxonomy to a multi-lingual 
ontology; enriching the current taxonomic structure 
with domain-sensitive relations. The resulting 
ontology will be freely available for re-use. At the 
initial stage we are focusing on English, Japanese, 
Vietnamese, Thai, Chinese (standard) and Korean. 
We hope to add other Asia-Pacific languages in the 
future.  
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Biomedical domain ontologies could be better put to 
use for automatic semantic linguistic processing if 
we could map them to lexical resources that model 
the linguistic phenomena encountered in this 
domain, e.g., complex noun phrase structures that 
reference specific biological entity names and 
processes. In this paper, we introduce BioFrameNet 
� a domain-specific FrameNet extension. 
BioFrameNet uses Frame semantics to express the 
meaning of natural language, is augmented with 
domain-specific semantic relations, and links to 
biomedical ontologies like the Gene Ontology � all 
of which are expressed in the Description Logic (DL) 
variant of OWL. Thus, BioFrameNet annotations of 
natural-language text precisely map to biomedical 
ontologies, which in turn facilitates inference using 
DL reasoners. 

INTRODUCTION 

Many currently available Natural Language 
Processing (NLP) tools limit language processing to 
levels of linguistic detail that involve form, e.g. Part 
of Speech tagging and syntactic parsing (Stanford  
Parser1).  In this endeavor, they are quite successful.  
What is missing is, however, an automated analysis 
of meaning.  With the vast amount of knowledge 
expressed via textual resources publicly available, we 
see an increasing demand to include automated 
meaning analysis in our NLP toolkits.  We intend to 
develop tools that provide users with fast access to 
what is being discussed in a large set of documents 
of potential interest.  This will include tasks like 
entity recognition, question answering, thread 
discovery, and summarization. 
 
At the same time, there has been a rapid emergence 
of a great number of ontological resources including 
the Gene Ontology and Entrez Gene Database.  This 
is particularly true in the domains of molecular 
biology and biomedicine. This emergence offers 
opportunities to achieve new levels of success in 
                                                        
1 See  
  http://www-nlp.stanford.edu/software/lex-parser.shtml. 

Natural Language Understanding (NLU), the task of 
automatically determining and extracting meaning 
from texts.  But for this to happen, the interface 
between form and meaning must also be modeled.   
 
We propose to model this interface by combining 
Frame semantics [1] with links to domain-specific 
biomedical ontologies, all of which we express in the 
Description Logic (DL) variant of OWL in order to 
facilitate inference by means of DL reasoners like 
Racer [2] or FaCT++ [3].  The primary goal of 
BioFrameNet (BioFN), a resource currently being 
developed, is to model the mapping of form and 
meaning in the linguistic structures that occur in 
biomedical texts.   
 
BioFN is the dissertation project of the first author.  
It extends and refines FrameNet (FN) [4] � a lexicon 
for English, which is based on Frame semantics [1]. 
A semantic Frame (hereafter simply Frame) 
represents a  set of concepts associated with an event 
or a state, ranging from simple (Bringing, Placing) 
to complex (Revenge, Criminal_process). For each 
Frame, a set of roles (or arguments), called Frame 
Elements (FEs), is defined, about 10 per Frame. We 
say that a word can evoke a Frame, and its syntactic 
dependents can fill the FE slots. Semantic types 
(STs) constrain the types of FE fillers. Semantic 
relations between Frames are captured in Frame 
relations, each with corresponding FE-to-FE 
mappings. Syntactic-semantic mapping in FN and 
BioFN is captured by means of defining sets of 
valence patterns, where triples of FE, grammatical 
function, and phrase types observed in natural 
language text are enumerated for each Lexical Unit 
(LU) = word sense.  FN currently contains more than 
780 Frames, covering roughly 10,000 LUs; these are 
supported by more than 135,000 FrameNet-
annotated example sentences.2 
 

                                                        
2 For further information on FrameNet, see 
  http://Framenet.icsi.berkeley.edu. 
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This paper proceeds as follows: First, we briefly 
discuss related work. Second, we introduce BioFN. 
We then propose mappings to biomedical ontologies 
and show our technique for creating these mappings, 
which will use OWL DL. This is followed by a 
description of how biomedical natural-language text 
can be annotated using BioFN and how these 
annotations can be put to work for reasoning by 
expressing them in OWL DL. Finally, we discuss 
lessons learned and show how others can benefit 
from our approach. 

RELATED WORK 

The HunterLab3 transport ontology has also been 
developed to model transport processes [5], and 
shares certain properties with BioFN.  However, by 
using the explicit semantics provided in 
(Bio)FrameNet, we get, for free, a more inclusive 
formal analysis of the semantics of a transport event.  
Therefore, we would not need to produce and specify 
separate axioms with systems such as PAL.  We 
model this semantics directly with BioFN. 
 
BioFN uses our OWL DL translation of FrameNet 
[6] and augments it with domain-specific semantic 
relations between FEs and links to GO, the Entrez 
Gene database, and the protein transport knowledge 
representation created by the HunterLab 4. Thereby, 
BioFN leverages on our experiences with linking 
FrameNet to the Standard Upper Merged Ontology 
(SUMO) [7], which, so far, are not domain specific. 
 
PASBio [8] is a project that aims to produce 
definitions of Predicate Argument Structure (PAS) 
frames, similar in spirit to PropBank [9], but 
focusing on the domain of molecular biology.  
Although the PAS frames have much in common 
with BioFN valence patterns, it does not offer a 
direct linking of the predicates or their arguments to 
domain or general merged ontologies.  The work of 
Korhonen et. al. [10] reports on the automatic 
induction of lexical verb classes for the domain of 
biomedicine, where the classes link together 
syntactic and semantic properties of groups of verbs, 
much like the work of Levin [11] and Kipper [12].  
Providing syntax-semantic linking at the level of 
lexical class helps compensate for missing individual 
lexical entries, but runs the risk of error for 
individual predicates that share most of the 
semantics of the class, but nevertheless show 
divergent linking behavior [13]. 

                                                        
3 Center for Computational Pharmacology, of University of Colorado 
Health Sciences Center, directed by Dr. Lawrence Hunter. 
4 See 
  http://compbio.uchsc.edu/grifs/transport/schema.shtml. 

"Kicktionary"5 is a multi-lingual application of the 
FrameNet methodology to the domain of soccer. The 
kicktionary structure can be brought into accordance 
with ontological principles [14] and thus be mapped 
to soccer ontologies, e.g. [15].  BioFN can be 
extended to a multi-lingual lexicon based on the 
principles shown in [14].  Additional domain-
specific semantic relations between FEs distinguish 
BioFN from the kicktionary. 

BIOFRAMENET 

BioFN is a lexical resource modeled after FrameNet 
(FN) proper [4].  Indeed, it is an extension of 
FrameNet, one that builds on � i.e., includes and 
links to � the general FN frames.   The primary data 
of the project is a collection of text data items 
(discussed later in the paper) annotated by biologists 
associated with the HunterLab of the University of 
Colorado Health Sciences Center.6  The text data has 
a primary focus on the domain concept of 
intracellular transport. The annotations were carried 
out with a reported consistency score of over 90%.  
For purposes of this work, the annotations provide 
reliable indications of the locations of the spans of 
text that correspond to FE values. 
 
The primary additions to FN proper consist of 
semantic frames relevant to the domain of molecular 
biology.  As is the case elsewhere in FrameNet, these 
frames are linked with other frames in a set of 
clearly defined ways.  For each Frame, there is a 
definition of Frame elements � the �arguments� or 
�slots� that the Frame licenses.  Each Frame is also 
associated with a list of predicators, the lexical units 
that evoke the Frame. 
 
For example, BioFN includes the domain-specific 
Frame �Transport_intracellular�, which describes 
the biological process of intracellular transport of 
molecular entities.  The Frame elements for this 
Frame are Cargo (the transported entity), Carrier 
(the transporting entity), Origin (the start point of 
transport), and Destination (the end point of 
transport). The following predicators, with part of 
speech appended to the name, are among the more 
frequently occurring lexical units that evoke this 
Frame: 
 
  translocate.v, translocation.n, transport.v,  
  transport.n, shift.v, shuttle.v, export.v 
 

                                                        
5 See http://www.kicktionary.de. 
6 See http://compbio.uchsc.edu. 
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In many cases, new Frames added are related to 
other Frames that already exist in FN proper.  For 
example, the Transport_intracellular Frame is 
included as a subtype of the Brining Frame, a Frame 
concerning the movement of a Theme and an Agent 
and/or Carrier.7  It should be noted that the focus of 
the texts in the HunterLab corpus data will place a 
limit on the number and coverage of biomedical 
Frames included in the initial version of BioFN. 
 
An important question that arises when 
incorporating new Frames in FN is whether or not a 
new Frame is warranted.  This ties in to a general 
lumping vs. splitting decision the FN team often 
faces [4].  When the Frame under consideration is 
for domain specific semantics, there are special pros 
and cons to splitting with a new Frame.  One 
disadvantage is an increase in the complexity of the 
network of Frames.  We believe this is outweighed 
by the advantage of being able to specify richer 
information and constraints specific to the particular 
domain.  Thus it will be possible to elaborate and 
constrain the general semantics of bringing with 
meaning, entailments, and domain knowledge 
particular to the event of intracellular transport.  
This shows up most clearly in the linking of Frames 
and FEs to domain specific ontologies.  Maintaining 
close relations with more general Frames allows 
access to the more general semantics as well, thus 
simplifying the task of connecting the Bio-specific 
Frame to related Frames, since many of the 
connections will already be modeled in the general 
vocabulary. 

MAPPING BIOFRAMENET TO  
DOMAIN ONTOLOGIES 

The domain ontologies we used for BioFN�s 
mappings are GO, Entrez Gene, and a small 
transport knowledge representation schema of the 
HunterLab (HL) [5].  These were chosen for three 
reasons.  First, and foremost, the community 
consensus is that GO and Entrez Gene are reliable, 
trusted, and actively updated.  Second, all three are 
free and publicly available.  And third, the 
HunterLab transport schema is currently under active 
development, and itself makes use of the other two 
domain resources. 
 
There are two levels of mappings that must be 
formalized.  On one level, the 
Transport_intracellular Frame and its Frame 
Elements are described.  This frame is mapped to a 
                                                        
7 See  
http://framenet.icsi.berkeley.edu/index.php?option=com_wrapper&It
emid=118&frame=Bringing&. 

node in the GO biological_process tree, �protein 
transport�.  The FEs �Origin� and �Destination� are 
mapped to nodes in the cellular_component tree.  
The FEs �Cargo� and �Carrier� are disjunctively 
mapped to either an Entrez Gene element, or 
otherwise to the HL items �molecule or molecular 
complex� or �molecular part�. This is shown in Fig. 
1.   On another level, we also need to map 
SemanticType (ST) filler constraints to the same (or 
related) ontologies8. 
 
We have developed an approach that automatically 
translates a crucial portion of FrameNet (and its 
specializations) and annotations into OWL DL [6]. 
Fig. 1 shows the OWL DL translation of the 
Transport_intracellular Frame. 
 
Frames, STs, and FEs are represented as OWL 
classes, where an FE class represents the type of the 
FE fillers. Frame and FE relations are modeled as 
existential restrictions on these classes; inheritance is 
represented via OWL subclassing. This way the 
generated ontology stays OWL DL � a crucial 
precondition for automated reasoning. The 
connection between a Frame and an FE filler is 
represented by the "hasFE" relation. We do so 
because in OWL relations are not first-class objects.9 

For example, the FE filler for Origin_relation is in 
fact a relation but we represent it as an OWL class in 
order to connect spans of text to it and to have the 
possibility of specifying relations to other FEs (like 
the Origin FE, which fills Origin_relation).  
 
BioFN also uses the FrameNet STs, which are linked 
to the Standard Upper Merged Ontology (SUMO) 
[7]. Thereby, BioFN immediately benefits from 
SUMO's rich axiomatization. 
 
We augment the OWL translation of BioFN with 
links to the Gene Ontology (GO), the Entrez Gene 
Ontology (EG), the HunterLab transport ontology 
(HL), and Smith's Relation Ontology (RO) [16]. 
These links are represented via subclass relationships 
and appear as bold arrows in Fig. 1.10  
 
For example, the Frame class Transport_intracellular 
is a subclass of GO:Biological_process. Our way of 
modeling supports the use of OWL's expressive class 
language, e.g., to create anonymous union classes. 
For example, the class Cargo is a subclass of the  

                                                        
8 Mappings of the ST filler constraints are not shown in Fig. 1. 
9 OWL does not support relations between relations other than 
inheritance. 
10 The subclass relationships were added by hand in the OWL 
representation, they are not expressible in FrameNet itself. 
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Figure 1 � OWL translation of Transport_intracellular Frame. 
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Figure 2 � Extra FE Relations. 
 
 

union of EG:Protein and HL:Molecular_complex. 
 
In order to aid reasoning we specify further semantic 
relations between FE filler classes of the same Frame 
(see Fig. 2). 

 
Wherever possible we use relations and constraints 
defined in Smith's Relation Ontology in order to 
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Figure 3 �Annotation of example GRIF. 

 
 

leverage from their formal definitions. For other 
relations we are working on a formal definition 
much similar to those proposed in [7]. For example, 
we say that each Transport_intracellular process 
must have a participant of type Cargo and an agent 
of type Carrier, which carries the cargo. Again, these 
relations are expressed as existential class 
restrictions. 

TEXT DATA EXAMPLE 

A particular kind of text available in the domain of 
molecular biology is that of GRIF, �Gene References 
in Function�11.  GRIFs provide relatively short 
descriptions of the function(s) of particular genes.  
This kind of text serves as a useful initial target of 
analysis due to their close links to particular genes in 
publicly available and widely used databases of genes 
and gene products.  In this paper, as an illustrative 
example we will show our BioFN analysis of a 
portion of a particular GRIF (the analyzed portion is 
underlined): 
 
    SCD1 deficiency specifically increases 
    CTP:choline cytidylyltransferase activity 
    by promoting its translocation into membrane 
    and enhances phosphatidylcholine  
    biosynthesis in liver 
 
This GRIF makes an assertion about the transport of 
one entity, �CTP:choline�, into the cellular 
component �membrane�.  There are other assertions 
that can be inferred in this GRIF, both about the 
                                                        
11 See  
  http://www.ncbi.nlm.nih.gov/projects/GeneRIF/GeneRIFhelp.html. 

nature of the transport process itself and about other 
processes that are also involved.  Due to space limits, 
we will not include a BioFN analysis of the language 
that evokes these other inferred phenomena, 
including �deficiency�, �activity�, �enhances�, and 
�biosynthesis�, though the analysis of these items 
has been done in a similar fashion. 

SEMANTIC REPRESENTATION OF 
BIOMEDICAL NATURAL LANGUAGE TEXT 

From the full text annotation of a GRIF, we 
automatically generate an Annotation Ontology that 
uses the BioFN Ontology as a template. An 
Annotation Ontology populates the BioFN Ontology 
with instances of Frames and FEs as well as the 
actual text data and satisfies the existential 
constraints (which express Frame and FE relations).  
 
Fig. 3 shows a part of the Annotation Ontology for 
our example GRIF. Text spans are represented as 
instances that fill FE instances or evoke Frame 
instances.12  
 
Spans can syntactically include other spans, which 
we express by the subsumes relation. Whenever a 
span fills more than one FE we generate an 
owl:sameAs relation between the FE fillers, based on 
this syntactic evidence. Since we need to satisfy all 
the constraints from the BioFN ontology, we 
generate for each existential restriction on some 
relation R with target class C a new instance of C 

                                                        
12 For simplicity we let instances share the names of their respective 
classes and omit classes. Also, we omit hasFE relations that point 
from a Frame to each of its FEs. 
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and connect this instance by the relation R. Also, for 
FE mappings (including inheritance) we generate 
owl:sameAs relations between the generated FE 
instances, which aid reasoning [6].  Thus we 
generate a new instance of the FrameNet:Bringing 
Frame because the Transport_intracellular Frame 
inherits from FrameNet:Bringing. We also express 
that the connected FE instances are the same. 
Therefore, the span "its" in the example GRIF 
actually evokes three FEs, all of which have an 
identical filler: Cargo (in Transport_intracellular), 
FrameNet:Figure (in FrameNet:Goal), and 
FrameNet:Theme (in FrameNet:Bringing). 
 
Generation of BioFN-specific semantic relations 
between FEs and Frames is straightforward. Fig. 4 
shows the additional semantic relations generated for 
the Transport_intracellular Frame instance. 
 
 

Transport_intracellular

Origin
Origin_relation
Destination
Destination_relation

Cargo
CarrierRO:has_participant RO:has_agent

carries

fillerOf

fillerOf

locatedBefore

locatedAfter

 
Figure 4 �Transport_intracellular relations. 

 
In Fig. 5, we represent an instance of the Dimension 
Frame bound (via the Cargo FE) to an instance of 
the Transport_intracellular Frame.   
 
 

promoting
FN:CCPOS
FN:Attribute

its translocation into membrane

itstranslocation

Transport_intracellular

Origin
Origin_relation
Destination

Destination_relation

Cargo

Carrier

FN:Dimension
FN:Object

owl:sameAs

owl:sameAs

 
Figure 5 � Dimension Frame : an instance of 

metonomy. 
 
This interpretation arises through a metonymic 
relation between events and quantities which is 
beyond the scope of the current paper; the 
interpretation with Transport_intracellular filling the 

Attribute role of Cause_change_of_position_ 
on_a_scale ought to be discarded since Attributes 
and Events are disjoint. 

LESSONS LEARNED 

Changing FrameNet  
 
Even during our preliminary investigation of 
annotation for BioFN, we have discovered new LUs 
(e.g. promote.v and enhance.v) for the 
Cause_change_of_position_on_a_scale Frame. This 
is despite FrameNet having studied this concept in 
some detail, showing definitively that domain-
specific annotation will be necessary to capture the 
vocabulary of the biological domain.   
 
This elaboration of FN is similar in spirit to other 
current efforts to link FN with other similar 
resources like VerbNet, PropBank, and Cyc [17].  
These resources will be used for comparison and 
evaluation, when appropriate, as BioFN work 
proceeds. 
 
Changing biomedical ontologies 
 
The lack of reference to GO in many entries of the 
HunterLab ontology will make integrated processing 
very difficult. The ultimate usefulness of BioFN will 
rely on a merged ontology and knowledge-base, with 
seamless references to FrameNet, SUMO, the 
HunterLab ontology, GO, and Entrez-Gene. The 
cross-reference between the ontologies required by 
BioFN will reveal errors and unnecessary points of 
difference between these ontologies, thus enabling 
their improvement. 
 
The impact of our approach for reasoning  
 
We have already demonstrated elsewhere [6] that our 
OWL DL model of FrameNet is usable for the kind 
of reasoning needed for question answering, using 
queries in Racer. With some loss of power, the 
method could be made more efficient by 
implementation as a graph-traversal or querying of 
an SQL version of the ontology.  
 
However, since the approach was not integrated with 
a large-scale ontology, it has so far been hampered 
by variations in the linguistic form of objects not 
captured in FrameNet or even in WordNet. Since 
BioFN will be integrated with the appropriate 
ontologies from its inception, the same approach 
should be much more powerful using the BioFN 
resource (together with its associated ontologies) 
than it is with FrameNet resources alone.   In 
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addition,  applications built with BioFN or FrameNet 
will make use of other NLP tools such as stemmers 
and lemmatizers for handling variation in linguistic 
form.  We predict having similar success with BioFN 
in carrying out Question Answering and a variety of 
other NLU tasks. 
 
How can others benefit from our approach? 
 
Current biological ontologies have very few relations 
and events, and considerably less experience with 
modeling language than FrameNet. The work 
demonstrated here shows that FrameNet-style 
ontological descriptions of language can be 
integrated with information from biological 
ontologies  using the expressive power of Description 
Logic. 
 
How can our technique be applied to other 
problems/domains? 
 
Since FrameNet provides a general-domain (if 
limited) ontology, it seems promising to apply our 
methodology to other domains that have associated 
ontologies and a need for textual processing. One 
area in which some work has already proceeded is 
event tracking in the terrorism domain [18]. 

CONCLUSIONS, FUTURE WORK 

In this paper we introduced BioFN � a domain-
specific FrameNet extension. BioFN bridges form 
and meaning of natural-language biomedical texts by 
(1) new domain-specific Frames, (2) links to 
established biomedical ontologies like GO and 
Entrez Gene, and (3) domain-specific semantic 
relations between FEs. We model BioFN as an OWL 
DL ontology, which we populate with BioFN 
annotations of biomedical texts. Thus, natural-
language biomedical texts become available for DL-
based reasoning. 
 
Since the BioFN project is dissertation work 
currently in progress, we are not yet able to provide 
full numbers and statistics for coverage of the data 
under consideration and counts and definitions of all 
the new Frames that need to be created.  This is 
indeed one of the primary goals of the dissertation:  a 
complete analysis of the collection of GRIFs in the 
HunterLab corpus.  An analysis of coverage of 
WMD-related13 text by the FN project shows that 
analyzing texts in a particular domain does yield 

                                                        
13 WMD  = Weapons of Mass Destruction. 

significantly greater coverage of new texts in the 
same genre.14 
 
In the future, we will enhance BioFN with more 
biomedical Frames and richer semantic relations. 
Also, we aim at an (OWL DL + SWRL) 
axiomatization of domain-specific relations much in 
the fashion of [16]. We will conduct experiments in 
automatic parsing using the Shalmaneser Frame 
parser [19]. GO and Entrez Gene classes provide 
narrow semantic types, which can significantly aid 
automatic Frame recognition and role (i.e., FE) 
labeling. 
 
Finally, we envision operationalizing the generation 
of ontology instances of metonymy by unpacking 
types of metonymy in the ontology itself. Currently, 
to the best of our knowledge, no ontology includes 
the explicit indications of metonymy that this would  
require, but ongoing work [7] is moving in this 
direction. 
 
We are confident that the technique we use for 
BioFN scales well to other domains. Domain-specific 
lexical resources that are linked to domain-specific 
ontologies � under the roof of an upper lexical 
resource (like FrameNet), an upper ontology (like 
SUMO), and modeled using a common formal 
language (like OWL DL) � seem to be a reasonable 
approach to natural-language understanding. Thus, 
in the long run, we see FrameNet as a backbone of 
several domain-specific FrameNets that in turn are 
linked to domain-specific ontologies. 
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Abstract:

Breast cancer is the most common cancer among
women in Canada. Due to recent advancements
in treatment and diagnosis, more women are
surviving breast cancer then ever before and
breast cancer survivors are the most prevalent
female cancer survivor group in Nova Scotia. As
a consequence, the delivery of long-term follow-
up care, which has traditionally been provided at
the specialized cancer clinics, places a strain on
specialist resources. However, there is evidence
that family physician follow-up of women with
breast cancer who are in remission is a safe and
viable alternative to follow-up in the cancer
centers. Therefore, there is an incentive to the
transfer of breast cancer follow-up care to family
physicians after primary treatment is completed
by specialists. Notwithstanding, the benefits of
such a transfer of services from the tertiary to the
primary care centers the main issue is the
transfer of specialized breast cancer follow-up
care knowledge to family physicians expertise.
In this regard, as a first step, Cancer Care Nova
Scotia has developed a Breast cancer follow-up
clinical practice guideline for use by the family
physicians. Yet, the adoption of the said CPG is
a challenge in the clinical setting.

We have developed a Clinical Practice Guideline
(CPG) based interactive decision support system
for the family practice setting to guide family
physicians conducting breast cancer follow-ups.
The idea is to computerize the breast cancer CPG
and then operationalize it using patient data to

assist the practitioner to make CPG mediated
decisions, recommendations and referrals. In
order to achieve the above functionality we have
seamlessly integrated the CPG with patient data
through electronic interface for collecting patient
information. The implementation of the system
is achieved in three main steps. In the first step
we have converted the breast cancer follow-up
CPC in electronic format using the Guideline
Element Model (GEM). In the second step we
use the logic in the conditional statements of the
CPG, to develop a domain ontology using
Protégé. Finally in the third step the guideline is
executed using the execution engine developed
in Health Informatics Laboratory at Dalhousie
University. The rule authoring and execution
modules of the execution engine is used to
develop IF and THEN forward rules with a list
of decision variables followed by IF part and list
of action variables followed by THEN part of the
rule and executing them using the patient
specific data.

The next steps are the deployment of the clinical
decision support system within two clinics in
Nova Scotia, followed by an evaluation study to
measure the efficacy of the CDSS in terms of
providing point-of-care support to family
physicians conducting breast cancer follow-up.

Keywords: Breast cancer follow-up, clinical
practice guideline, domain ontology, Guideline
Element Model, clinical decision support system.
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The Gene Ontology (GO) database annotates a large 
number of genes according to their functions (the 
biological processes, molecular functions and cellular 
components in which they are involved). However, it 
is far from complete, and so there is a need for 
techniques that automatically assign GO functional 
categories to genes based on integration of available 
data. The present work describes one such technique, 
that uses a combination of sequence similarity and a 
similarity measure based on mutual information 
applied to cross-experiment microarray gene 
expression analysis. 
First of all, in order to test the relevance of sequence 
similarity for gene function inference, similarity 
searches of genes belonging to the same GO (from 
here on we will use “GO” as a shorthand for “GO 
category”, as well as for the “Gene Ontology” as a 
whole) were done across the human genome. A 
BLAST attachment value (BAV) for each GO was 
defined as the sum of the e-value exponents found 
between pairs of genes in the GO, divided by the sum 
of all e-value exponents found between genes in the 
GO and genes outside the GO. 
Next, to assess the “expression based similarity” of 
human genes, we used a dataset (GDS181) from 
GEO, a gene expression and molecular data 
repository maintained by the NCBI, providing gene 
expression profiles from 85 different tissues, organs, 
and cell lines in the normal physiological state. The 
dataset contains 12,625 probes, and we used 9,725 of 
them associated to genes with identifiable GO 
relationships. For each gene in the dataset, we 
calculated the Mutual Information (MI) between its 
expression values measured across all tissues and the 
corresponding values for the other genes. In order to 
calculate MI, the gene expression values were 
discretized, meaning that each one was replaced by 
one of K symbols. The symbol replacing an 
expression value was calculated by first normalizing 
the values into [0,1], and then partitioning this 
interval into K equally sized subintervals. The 
normalization was done on a per-gene basis. After 
experimenting with several different values of K, a 
value of K=3 was chosen for all further experiments. 
Using a similar procedure to the one used for 
calculating the BAV, a MI attachment value (MiAV) 
was obtained. For each GO, the MiAV was defined 
as the sum of the MI expression values found for all 

pairs of genes in the GO, divided by the sum of all 
MI values between genes in the GO and genes 
outside the GO. 
Then, our gene function inference (GFI) process 
proceeds as follows.  Given a gene for which one 
wants to know the function, one begins by comparing 
it with all other genes, using both BLAST and 
expression data. Then, given a GO, one may calculate 
the values Bs and Ms, representing the maximum 
similarity found between the query gene and any 
gene inside the GO, using BLAST or MI, 
respectively. Those values plus attachments are used 
in the following equation for estimating the 
pertinence of a gene to a GO: 
 

(I) f(Bs,BAV,Ms,MiAV)= x1(Bsy1BAVy2)+ 
x2(Msy3MiAVy4)-z 

 
Here, x1, y1, y2, x2, y3, y4, and z represent the weights 
of the equation.  A gene should be classified as 
belonging to a GO if the equation above gives a value 
greater than zero when fed similarity and attachment 
values derived from the GO. A genetic algorithm was 
used to optimize the weights of this formula, based 
on assessing the performance of each weight-vector 
at predicting GO category membership over a 
training set. The objective function used by the GA 
was based on the F-measure, which takes into 
account both precision and recall. 
A rigorous testing methodology was utilized.  We set 
aside a subset of the GO and a subset of our overall 
human genome dataset to train our the genetic 
algorithm involved in our GFI model.  Another 
subset of the GO and of the human genome dataset 
was used for testing; and further validation was 
obtained by applying the parameters learned with 
human data to the yeast genome. Yeast expression 
data was composed of the familiar Spellman dataset, 
and corresponding sequence data from SGD.  
In our computational experiments, 2,386 new links 
were predicted between human genes and GO 
categories; and 1,111 links between yeast genes and 
GO categories, spanning the biological process, 
molecular function and cellular component 
ontologies. According to tests using the method to 
replicate already-known GO category assignments, 
the results are estimated to have precision bounded 
below by 73% for human data, and 83% for yeast.  
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Motivation 
There are few pediatric nephrologists in Thailand and 
physicians in rural Thailand have limited access to 
up-to-date biomedical information such, as biomedi-
cal journals. Moreover, biomedical information is 
often compiled in developed countries and may not 
appropriate for use in developing countries. For ex-
ample, the guidelines established by the World Health 
Organization (WHO) for the treatment of acute diar-
rhea in children are not always applicable in the case 
of rotavirus gastroenteritis, because the concentration 
of sodium in oral saline solutions is too high for in-
fants. In this context, we believe ontologies can play 
an important role in patient management. Semantic 
Web ontologies foster sharing and reuse of knowl-
edge and facilitate collaboration between pediatri-
cians and consultant pediatric nephrologists. Such 
ontologies can be part of the telemedicine arsenal and 
help physicians in rural areas of Thailand to better 
manage difficult cases. In this paper, we report our 
experience in developing and using an ontology of 
pediatric electrolyte disorders. 
 
Developing and publishing the ontology 
In the knowledge elicitation phase, we used concept 
maps to formalize the knowledge of a small group of 
eleven experts. Knowledge was contributed by pedi-
atric nephrologists, pediatricians, general practitio-
ners, as well as extracted from clinical practice guide-
lines, text books and the medical pediatric literature. 
Some 500 concepts were identified in the domain of 
pediatric electrolyte disorders. 
These concepts were then organized into an ontology 
and related to other concepts. Textual definitions 
were created. For example, the concept severe hypo-
natremia is defined as “Sodium concentration is 
below 125 mEq/l” and is a subclass of the concept 
disease. In addition to subclass relations, we use the 
relationship “look for” between diseases and symp-
toms. Another example is the concept Urine Sodium 
concentration, subclass of Urine test, and for which 
an important property is “more than or less than 20 
mEq/l”. The Web Ontology Language OWL-DL was 
selected for representing the ontology. In this phase, 
we used Protégé-OWL (http://protege.stanford.edu/, 
Stanford University and University of Manchester) 
and SWOOP (http://www.mindswap.org/2004/-
SWOOP/, University of Maryland) for building a 

prototype of the Pediatric Electrolyte Disorder Ontol-
ogy. There is a reliable ADSL network in the capital 
Bangkok. Protégé and Swoop installed on a web 
server are used to publish and share the ontology. The 
same applications are also installed on client com-
puters and can be used both online and offline. 
 
Usability study 
In order to evaluate the ontology, questionnaires were 
sent to the 25 end users, i.e., general pediatricians and 
family physicians in rural areas. 24 responses were 
received and analyzed. Most physicians involved with 
the study were young (age 30-40). 
The Jambalaya plug-in in Protégé was found to pro-
vide good visualization support, displaying 2D inter-
active representations of the domain of the electrolyte 
disorders. Some pediatricians liked Swoop publish-
ing, because it is easy to understand, especially in 
Text mode. 
Speed was sometimes an issue in those areas with a 
large number of ADSL users. Even lower connec-
tivity was available in rural areas. In some cases, the 
ontology had to be sent by email in several pieces. 
However, once downloaded, the OWL ontology can 
be exploited offline, using Swoop or Protégé. 
 
Conclusions 
The development of our ontology of pediatric electro-
lyte disorders took more than one year. It was moti-
vated by the need for providing up-to-date therapeutic 
to general practitioners in this specialized domain, 
and to tailor this information to the particular patient 
population. Preliminary results show that the ontol-
ogy has helped physicians better manage pediatric 
patients, especially in the rural areas of Thailand. 
Despite limited connectivity in some areas and lim-
ited performance of computer systems, the experience 
was globally successful, in both creating the ontology 
from expert knowledge and making it available to 
physicians in rural areas. Ontologies such as the one 
we created for pediatric electrolyte disorders will play 
an increasing role in telemedicine. 
In future work, we plan to build a larger Semantic 
Web Ontology for Pediatric Nephrology. Rule lan-
guages such as SWRL – the Semantic Web Rule 
Language – may be used in addition to OWL in order 
to represent clinical guidelines. 
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Representing phenotypes in a structured and 
standardized manner across different biological 
species poses significant challenges. We performed a 
modeling experiment to compare a model called the 
Canon model, and the PATO for representing a 
range of biological and clinical phenotypes. The 
formal nature of Canon model allows for complex 
representations, but lacks the simplicity offered by 
PATO. A phenotype model allowing flexible 
representation with unique semantic interpretation is 
desired.    

BACKGROUND 
The Phenotype Attribute and Value Ontology (1) 
(PATO) is an emerging standard to annotate assayed 
phenotypes in a structured and coherent manner 
across different biological species. Canon group (2) 
developed a model for the formal (canonical) 
representation of clinical information for data 
exchange and medical applications. 

METHODS 
We selected a diverse set of phenotypes from 
Wormbase, OMIM and chest radiology report 
(radiographic findings/phenotypes). We then 
evaluated the PATO and Canon models by encoding 
the phenotypes  into each model. 

RESULTS AND DISCUSSION 
Examples of the phenotype modeling experiment are 
described in table 1. The flexibility of choosing the 

entity from an external ontology in PATO can lead to 
multiple representations, for example, 
vulval_differentiation (mammalian phenotype 
ontology) or vulva (anatomy ontology); it is not clear 
how semantic equivalences can be inferred from such 
representations. Developing a symbolic model that 
can represent and reason with complex concepts such 
as ‘penetrance’ is challenging. Furthermore, concepts 
having deep nested structures need a more formal 
representation framework to capture the knowledge 
at finer granularity (e.g. slight interval decrease). 
The Canon model with its logic based representation 
allows for formal and complex representations but 
the familiarity and acceptance of such a model 
among end-users remains an open issue. We 
conclude that using PATO with a formal description 
logic language, as the one provided in Canon, would 
provide a more expressive and less ambiguous 
framework for representing clinical and biological 
phenotypes, however additional studies are required 
to evaluate the usability aspects of the combined 
model.   

References 
1. www.bioontology.org/wiki/index.php/PATO:Main_Page  
2. Friedman C, Huff SM, Hersh WR, Pattison-Gordon E, 

Cimino JJ: The Canon Group's effort: working toward a 
merged model. J Am Med Inform Assoc 2:4-18 (1995)..  

Phenotype 
PATO (observable entity | attribute | value) 

Note: the latest version of PATO does not have 
notion of ‘attributes’ (1) 

CANON Model  
(conceptual graph) 

negatively regulates 
vulval differentiation  
(WormBase) 

Vulva 
Differentiation | regulation | negative 

[phenotype: #ark1Fun] - 
(has-observation) → [differentiation] 
(has-location) → [vulval] 

          (has-process*) → [negatively regulated] 
Cystic Fibrosis with 
pancreatic insufficiency 
in 80% (OMIM) 

Cystic Fibrosis  
Pancreas | enzyme_function | Insufficient* 

[phenotype: MIM:219700]- 
(has-observation) → [enzyme function] 
(has-location) → [pancreas] 
(has-degree) → [insufficient] 

          (has-penetrance) → [80%]   
Slight interval  
decrease in left pleural 
effusion (Radiology 
Report) 

Pleural effusion | local_qualifier | left 
Pleural effusion | temporal | decrease 
Left Pleural Cavity | pathological change | pleural 
effusion 
Left Pleural Cavity | temporal | decrease 

[phenotype: # BWH22.09] - 
(has_observation) → [pleural_effusion] 
(has_location_qualifier) → [left] 
(has_temporal) → 

[decrease_in] - 
                      (has_degree) → [slight]                        
(has_temporal) → [interval] * represents concepts not present in the model 

Table 1. Modeling biological and clinical phenotypes using the PATO and the CANON model 
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